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ABSTRACT 

The Joint Tactical Information Distribution System (JTIDS)/Link-16 is a hybrid 

frequency-hopped, direct sequence spread spectrum system which is used for the 

exchange of real-time tactical data. The five-bit data symbols are encoded with a (31,15) 

Reed-Solomon (RS) code and transmitted over the channel with cyclical code-shift 

keying modulation. Although JTIDS/Link-16 has proven to be operationally useful, one 

of its primary drawbacks is its limited data rate. This thesis focuses on performance 

analyses of alternative waveforms that achieve better data rates and better performance in 

terms of required signal power. Two alternative waveforms were considered in this 

thesis.  The first alternative JTIDS/Link-16 waveform uses (31,15) RS encoding just as 

the original JTIDS/Link-16 waveform, but the five-bit symbol stream generated at the 

output of the RS encoder undergoes serial-to-parallel conversion to two five-bit symbol 

streams.  Each five-bit symbol stream is then mapped into a six-bit symbol stream before 

being independently transmitted on the in-phase (I) and quadrature (Q) components of the 

carrier using complex 64-ary bi-orthogonal keying modulation (64-BOK). The second 

alternative JTIDS/Link-16 waveform uses (63,47) RS encoding, where the six-bit symbol 

stream generated at the output of the RS encoder undergoes serial-to-parallel conversion 

to six-bit symbol streams which are then each independently transmitted on the I and Q 

components of the carrier using complex 64-BOK modulation. The performance results 

obtained for the two alternative JTIDS/Link-16 waveforms are compared to those 

obtained for the existing JTIDS/Link-16 waveform for additive white Gaussian noise 

(AWGN) as well as when both AWGN and pulse-noise interference (PNI) are present. 

Errors-and-erasures decoding (EED) as well as errors-only decoding are also considered 

for the two alternative waveforms.  From the analyses, we see that the two proposed 

alternative JTIDS/Link-16 waveforms perform better in the presence of AWGN as well 

as  both AWGN and PNI. There is no significant advantage when EED is used for either 

of the two alternative waveforms considered. When perfect-side information 

demodulation is used, the results show significant improvements in performance for the 

two alternative waveforms when both AWGN and PNI are present. 
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EXECUTIVE SUMMARY 

The Joint Tactical Information Distribution System (JTIDS)/Link-16 is one of the 

tactical communication links that is used by the U.S. and NATO countries. Its capability 

to provide both voice and data communications makes it effective for joint service 

operations since it has the ability to connect air, land and sea assets. 

JTIDS is a hybrid frequency-hopped, direct sequence spread spectrum system 

which is used for the exchange of real-time tactical data. The data symbols are encoded 

with a (31,15) Reed-Solomon (RS) code, and the resulting code symbols are modulated 

with cyclical code-shift keying modulation (CCSK), where there are five bits for each 

symbol. JTIDS primary drawback is its limited data rate. This thesis focuses on 

performance analyses of two alternative JTIDS/Link-16 waveforms that achieve both a 

better data rate and superior performance to that of the original JTIDS/Link-16 

waveform.  

The first alternative JTIDS/Link-16 waveform utilizes complex 64-ary bi-

orthogonal keying modulation (64-BOK) instead of CCSK used in the original 

JTIDS/Link-16 waveform. The (31,15) RS code is the same as used for the original 

JTIDS/Link-16 waveform where blocks of 15 data symbols are encoded into blocks of 31 

coded symbols and undergo a serial-to-parallel conversion into two streams of five-bit 

symbols. The five-bit symbols are converted into six-bit symbols and transmitted 

independently on the in-phase (I) and quadrature (Q) components of the carrier utilizing 

complex 64-BOK modulation with a diversity of two. 

The second alternative JTIDS/Link-16 waveform utilizes complex 64-BOK 

modulation like the first alternative waveform. For the second alternative waveform, a 

(63,47) RS code is used instead of the (31,15) RS code used for the original JTIDS/Link-

16 waveform. Using complex 64-BOK and a (63,47) RS code, we see that a change in the 

JTIDS/Link-16 data structure is required, where blocks of 47 six-bit data symbols are 

encoded into blocks of 63 six-bit code symbols and undergo serial-to-parallel conversion 

 



 xviii 

into two streams of six-bit symbols. The six-bit symbols are then transmitted 

independently on the I and Q components of the carrier utilizing complex 64-BOK 

modulation with a diversity of two. 

The performances of the first and second alternative JTIDS/Link-16 waveforms 

were analyzed for both AWGN (additive white Gaussian noise) as well as AWGN plus 

PNI (pulse-noise interference). The performance with EED (errors-and-erasures) 

decoding was also examined. The analyses of the two waveforms take into consideration 

the single-pulse (no diversity) structure and the double-pulse (a diversity of two) 

structure. Perfect-side information (PSI) was also considered for the double-pulse 

structure. 

The analyses show that there is no significant advantage when EED is used. When 

PSI is considered, there is significant improvement in performance, where the two 

proposed alternative waveforms perform well when PNI is present. 

The results obtained were compared to those for the existing JTIDS/Link-16 

waveform for AWGN as well as when PNI is also present. Both proposed waveforms 

perform better than the existing JTIDS/Link-16 waveform for both AWGN only as well 

as AWGN plus PNI for both the single-pulse and the double-pulse structures.  

The primary advantage of the two proposed alternative waveforms is the 

improvement in data rate and the reduction in required signal power as compared to the 

existing JTIDS/Link-16 waveform for the same probability of information bit error. The 

first and second alternative JTIDS/Link-16 waveforms support a data rate that is greater 

than the original JTIDS waveform by a factor of 2.4 and 4.44, respectively, while 

requiring less signal power to achieve the same probability of information bit error. When 

only AWGN is present and for the same probability of information bit error, the 0/bE N  

required for the first and second alternative JTIDS/Link-16 waveforms is less than that 

required by the original JTIDS/Link-16 waveform by 2.7 dB and 3.8 dB, respectively. 

Neither of the proposed alternative waveforms requires a change in bandwidth or chip 

rate, but the basic data structure of JTIDS will have to be modified if either of the 

alternative waveforms are to be implemented. 
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I. INTRODUCTION  

A. OVERVIEW 

Today’s warfare leverages on information technology to achieve information 

supremacy and situational awareness in a network centric warfare environment [9]. The 

proliferation of advanced technology on digital data-links creates the critical 

communication platforms to support and ensure seamless and reliable communications in 

network enabled operations. 

The Joint Tactical Information Distribution System (JTIDS)/Link-16 is one of the 

tactical communication links that is used by U.S. and NATO countries. Its capability to 

provide both voice and data communications makes it effective for joint service 

operations since it has the ability to connect air, land and sea assets. 

JTIDS is a hybrid frequency-hopped, direct sequence spread spectrum system 

which is used for the exchange of real-time tactical data. The data symbols are encoded 

with a (31,15) Reed-Solomon (RS) code, and the resulting code symbols are modulated 

with cyclical code-shift keying modulation, where there are five bits for each symbol. 

JTIDS primary drawback is its limited data rate. This thesis focuses on performance 

analyses of two alternative JTIDS/Link-16 waveforms that achieve both a better data rate 

and superior performance to that of JTIDS/Link-16.  

B. THESIS OBJECTIVE 

One of the limitations of JTIDS/Link-16 is the limited data throughput that is 

inherent in its basic architecture. Numerous studies have been conducted to improve on 

the data rate. One example is the Link-16 Enhanced Throughput (LET) developed by 

Viasat in the U.S, which works by replacing the spread spectrum and Reed-Solomon 

encoding with a different encoding scheme [2]. Although this solution improves the data 

throughput, it comes at the expense of a reduction in jamming resistance and transmission 

range and may be unsuitable for combat situations.  
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The objective of this thesis is to analyze two alternative physical layer channel 

waveforms that improve the data rate and reduce the required signal-to-noise ratio as 

compared to the existing JTIDS/Link-16 channel waveform. The two alternative 

JTIDS/Link-16 waveforms considered both utilize complex M-ary bi-orthogonal keying 

(MBOK) with ( , )n k Reed Solomon (RS) encoding. Both alternative waveforms will 

require a fundamental modification to the JTIDS/Links data structure, but both alternative 

waveforms maintain the same chip rate as the original JTIDS/Link-16 waveform. 

Consequently, the waveform bandwidth is unchanged, and no change is required to the 

direct sequence spread spectrum structure, the frequency-hopping structure, or the radio 

frequency (RF) portions of the JTIDS/Link-16 transceiver.   

The first alternative waveform utilizes (31,15) RS encoding identical  to the 

original JTIDS, where the five-bit symbol stream generated at the output of the RS 

encoder undergoes serial-to-parallel conversion to two five-bit symbol streams. These 

five-bit symbol streams are then mapped into six-bit symbol streams before being 

independently transmitted on the in-phase (I) and quadrature (Q) components of the 

carrier using 64-BOK modulation. Hence, every six five-bit symbols undergo conversion 

to five six-bit symbols.  

The second alternative waveform utilizes (63,47) RS encoding, which is different 

from the code used for the original JTIDS, where the six-bit symbol stream generated at 

the output of the RS encoder undergoes serial-to-parallel conversion to two six-bit 

symbol streams, which are independently transmitted on the I and Q components of the 

carrier  using 64-BOK modulation.  

This thesis follows a previous research effort investigated where the performance 

of an alternative waveform utilizing (31,15) RS encoding and 32-BOK modulation was 

investigated [9]. The alternative waveform in [9] requires a change to the transceiver of 

the original JTIDS/Link 16 waveform but not the data structure. For this thesis, although 

the two alternative waveforms investigated require a modification to the JTIDS/Link-16 

data structure, both waveforms will increase the data rate, where the first alternative 

waveform and the second alternative waveform improve the data rate by 2.4 times and 
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4.44 times, respectively. To the best of the author’s knowledge, neither of the two 

proposed waveforms have been previously considered as an alternative waveform for 

JTIDS/Link-16. 

C. THESIS OUTLINE 

The overview and objective of this thesis were introduced in this chapter, 

followed by Chapter II, which provides some prerequisite knowledge to facilitate in 

comprehension of the remainder of the thesis. The performance analysis of the first 

alternative waveform with (31, 15) RS encoding and 64-BOK modulation for both the 

single-pulse and double-pulse structures are presented in Chapter III. The performance of 

the second alternative waveform with (63, 47) RS encoding and 64-BOK modulation for 

both the single-pulse and double-pulse structures are presented in Chapter IV. Lastly, the 

conclusion of this thesis is presented in Chapter V with recommendations for future 

research areas.   
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II. BACKGROUND 

This chapter covers some of the required background knowledge and concepts 

necessary to understand the subsequent analysis performed for the alternative 

JTIDS/Link-16 waveforms.  

A. M-ARY BI-ORTHOGONAL SIGNALS 

M-ary bi-orthogonal keying (MBOK) can be viewed as a hybrid of M-ary 

orthogonal modulation and binary phase-shift keying (BPSK), where a set of M bi-

orthogonal signals are constructed from / 2M orthogonal signals by including the 

negatives of the orthogonal signals [15]. This means that a bi-orthogonal signal set 

consists of two sets of orthogonal signals such that each signal in one set has its antipodal 

signal in the other set. The advantage of bi-orthogonal modulation is the reduction in 

bandwidth by almost half as compared to orthogonal modulation. When baseband 

orthogonal signals are used, bi-orthogonal modulation requires half as many chips per 

symbol as compared to orthogonal modulation for the same number of bits per symbol. 

Bi-orthogonal modulation also performs slightly better than orthogonal modulation since 

antipodal signal vectors have better distance properties than orthogonal ones [8].  

The channel waveform for complex MBOK can be represented by 

( ) ( ) cos(2 ) ( ) ( ) sin(2 )c i c c j cs t A c t f t A c t f tπ θ π θ= ± + − ± +           (2.1) 

where the waveform is transmitted for 2s bT kT= seconds, 2k represents the number of bits 

per symbol, and ( )ic t and ( )jc t  represent the baseband, orthogonal waveforms with 

12k− pulses of duration cT  where 1/ 2k

c sT T −= and  or i j  may be the same or different 

depending on the data bits. From (2.1), it can be seen that complex2 -BOKk is equivalent 

to transmitting 2 -BOKk  independently on both the I and Q components of the carrier.  

As a result, complex 2 -BOKk is actually a 22 -aryk  modulation technique. 
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The block diagram of a M-ary bi-orthogonal receiver is shown in Figure 1 [10].  

 

Figure 1.   Block diagram of a M-ary bi-orthogonal receiver. 
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When the receiver input noise is Gaussian, then the conditional probability 

density functions of the random variables mX  that model the integrator outputs, 

where 1,2,..., / 2m M= , are given by 

2( 2 )
22

1
( | )  for / 2,

2m

x Am c

X mf x m m Me σ

πσ

− −

= ≤       (2.2) 

 

2

2

( 2 )

2
1

( | )  for ( / 2) 1 ,
2

m c

m

x A

X mf x m e M m Mσ

πσ

+
−

= + ≤ ≤         (2.3) 

and      

2

22
1

( | , ) ,
2

n

n

x

X nf x n n m e σ

πσ

−
≠ =        (2.4) 

where the variance is  2

0 / sN Tσ =  and 0N  is the two-sided Gaussian noise power 

spectral density at the input of each integrator. 

B. PERFORMANCE OF M-BOK IN AWGN 

For additive white Gaussian noise (AWGN) with channel power spectral density 

of 0 / 2N , the probability of channel symbol error for MBOK is [10] 

   

2

0

1
2

2

02 /

21
1 1 2 ( )

2
s

M

u

s
s

E N

E
p e Q u du

Nπ

−∞ −

−

 
= − − + 

  
∫ ,      (2.5) 

where the average energy per channel symbol 2

s c sE A T= , 2

cA is the average received 

signal power and sT is the symbol duration. 

C. PERFORMANCE IN AWGN WITH PULSED-NOISE INTERFERENCE 

For military applications, it is imperative to consider the performance of the 

system when subjected to pulsed-noise interference. In this thesis, the performances of 

the alternative JTIDS/Link-16 waveforms in AWGN as well as pulse-noise interference 

(PNI) are considered. 
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A channel that is affected by AWGN has a noise signal that is assumed to be 

uniformly spread across the spectrum and is time-independent at the receiver. This 

assumption may not be valid when there is PNI in the channel. If the PNI is assumed to 

be Gaussian, then the total noise power at the integrator outputs of the receiver when both 

AWGN and PNI are present is given by  

2 2 2

0x Iσ σ σ= +         (2.6) 

since the AWGN and the PNI are assumed to be independent, where 2

0 0 / sN Tσ =  

and 2 /I I sN Tσ ρ= . The parameter   ρ is the fraction of time that a narrowband Gaussian 

noise interferer is switched on. When the interferer is switched on continuously, then 

 1ρ =  and the PNI is equivalent to barrage noise interference. 

Consequently, when a signal experiences PNI, the probability of symbol error is 

given by 

 
Pr(   ) ( )

    Pr(   ) ( )

s s

s

P Interferer is OFF p AWGN

Interferer is ON p AWGN PNI

=

+ +
.      (2.7) 

Since Pr(   )Interferer is ON ρ= , then (2.7) is equivalent to 

(1 ) ( ) ( )s s sP p AWGN p AWGN PNIρ ρ= − + + ,      (2.8)  

where ( )sp x  represents the probability of channel symbol error for condition .x  We 

assume that a symbol is either totally free of PNI or has both AWGN and PNI for the 

entire symbol duration. 

D. PERFORMANCE WITH DIVERSITY 

JTIDS/Link-16 employs several techniques to improve interference immunity on 

its communication links, and diversity is one of the techniques used. In JTIDS/Link-16, 

diversity is implemented as a simple repetition code using either the single-pulse (no 

diversity) or the standard double-pulse (STDP) structure (sequential diversity of two). 

For the STDP, effective redundancy is achieved by transmitting the same symbol 

twice at different carrier frequencies and receiving each redundant symbol independently 
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at the receiver [11]. Although there are four basic JTIDS message formats used, the 

STDP message format is the one with the best interference resistance and also provides 

compensation for propagation problems or antenna coverage limitations in maneuvering 

platforms [2]. 

When there is a diversity of order L  and each diversified signal is received 

independently, where ρ is the fraction of time when the channel is affected by PNI, the 

probability that i  of L  receptions are affected by PNI is represented as [12] 

Pr(     ) (1 )i L i
L

i of L pulses jammed
i

ρ ρ − 
= − 
 

 ,      (2.9) 

where there are 
L

i

 
 
 

 different ways that i  of L  receptions can be jammed. 

Consequently, for a system with a diversity of L , the probability of symbol error is 

0

[Pr(     ) ( )]
L

s s

i

P i of L signals jammed p i
=

=∑ ,     (2.10) 

where ( )sp i is the conditional probability of channel symbol error in the event that i  of 

L  diversity receptions are affected by PNI. 

Substituting (2.9) into (2.10), we get 

0

(1 ) ( )
L

i L i

s s

i

L
P p i

i
ρ ρ −

=

  
= −  

  
∑ .     (2.11) 

E. FORWARD ERROR CORRECTION CODING 

Communication systems that are used by the military should perform reliably and 

accurately in the presence of noise and interference, and one of the most effective and 

economical ways of achieving this goal is to employ block forward error correction 

(FEC) coding. In a communication system that employs block FEC coding, k information 

bits from the information source are encoded by an encoder into n coded bits and  
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transmitted over the channel. At the receiver, the decoder extracts the original k  

information bits and improves the reliability by correcting up to t  bits errors in every 

block of n  coded bits received. 

For JTIDS/Link-16, the FEC coding that is used is (31,15) RS coding, where RS 

codes are linear, non-binary Bose-Chaudhuri-Hocquenghem (BCH) codes. As an 

example, a ( , )n k  RS encoder encodes k information -bitm symbols (mk information 

bits) and generates n  coded -bitm symbols ( mn  coded bits). 

The probability of decoder error or block error for an ( , )n k  RS code is upper 

bounded by the sum of probabilities that a received code word differs from the correct 

code word by i  symbols for all i t>  and is given by [13]  

1

(1 )
n

j n j

E s s

j t

n
P p p

j

−

= +

 
≤ − 

 
∑       (2.12) 

or 

    
0

1 (1 )
t

j n j

E s s

j

n
P p p

j

−

=

 
≤ − − 

 
∑ ,      (2.13) 

where t  is the symbol-error correcting capability of the code, and sp  is the channel 

symbol error probability. The inequality holds for either a perfect code or a bounded 

distance decoder. 

Assuming that the probability of information symbol error given j  coded symbol 

errors is approximated by /j n , we get the probability of information symbol error from 

(2.12) as 

1

1
(1 )

n
j n j

s s s

j t

n
P j p p

jn

−

= +

 
≈ − 

 
∑ .     (2.14) 

Substituting 2 1mn = −  into (2.14), we get 

  
2 1

2 1

1

2 11
(1 )

2 1

m

m
m

j j

s s sm
j t

P j p p
j

−
− −

= +

 −
≈ − 

−  
∑ ,     (2.15) 
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where m represents the number of bits per symbol. 

The probability of bit error is approximated by taking the average of the upper 

and lower bound on the probability of bit error given that a symbol error has occurred and 

is given by 

1

2
b s

m
P P

m

+
≈        (2.16) 

In subsequent chapters, the probability of symbol error for the alternative 

JTIDS/Link-16 waveforms is obtained by using (2.14) or (2.15) together with (2.16).  

F. ERRORS-AND-ERASURES DECODING 

Error-and-erasures decoding (EED) is a simple form of soft decision decoding 

that is implemented at the receiver to utilize ambiguously received symbols. Thus, the 

number of possible outputs of the demodulator per symbol is the number of symbols plus 

an erasure. As an example, for binary modulation, the output of the demodulator is 

ternary instead of binary, and consists of three possible output states; bit 1, 0 and erasure 

( e ).  

If a received code word has a single erased bit, all valid code words are separated 

by a Hamming distance of at least min 1d − , where mind  is the minimum Hamming 

distance of the code. Similarly, for a code word with j  erasures, all valid code words are 

separated by a Hamming distance of at least mind j− . Hence, the effective free distance 

between valid code words is  

min mineff
d d j= − .      (2.17) 

Consequently, we get 

min

1
1

2
ct d j= − −   ,      (2.18) 

where ct  is the number of correctable errors in the non-erased bits of the code word; the 

x   implies rounding x  down to an integer value; and j  indicates the number of 
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erasures. From (2.18), a combination of ct  errors and j  erasures are correctable as long 

as 

min2 ct j d+ < ,       (2.19) 

from this we see that twice as many erasures as errors are correctable. Intuitively, this 

explanation makes sense since the locations of erasures are known, but the locations of 

errors are not. 

For error-and-erasures decoding, the probability that there are a total of i errors 

and j  erasures in a block of n  symbols is given by 

Pr( , ) i j n i j

s e c

n n i
i j p p p

i j

− −−  
=   
  

,     (2.20) 

where ep  is the probability of channel symbol erasure, cp  is the probability of correct 

channel symbol detection, and each symbol is assumed to be received independently. The 

probability of channel symbol error is given by 

1s e cp p p= − − ,      (2.21) 

A block error does not occur as long as min 2d i j> + , so from (2.20) the 

probability of correct block decoding is given by 

      
min 1 2

0 0

d it
i j n i j

C s e c

i j

n n i
P p p p

i j

− −
− −

= =

−   
=    

   
∑ ∑ ,       (2.22) 

and the probability of block error is 

 1E CP P= − .       (2.23) 

Substituting (2.22) into (2.23), we get the probability of block error as  

   
min 1 2

0 0

1
d it

i j n i j

E s e c

i j

n n i
P p p p

i j

− −
− −

= =

−   
= −    

   
∑ ∑        (2.24) 
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Using (2.24) and approximating the probability of symbol error by taking the average of 

the upper and lower bound on the probability of symbol error given that a block error has 

occurred, we obtain 

  
1

2
s E

k
P P

k

+
≈        (2.25) 

Similarly, the probability of bit error is approximated by taking the average of the 

upper and lower bound on the probability of bit error given that a symbol error has 

occurred and is given by (2.16). 

G. PERFECT-SIDE INFORMATION 

Perfect-side information (PSI) can be considered for a system with a diversity of 

L  when the diversity receptions are received independently. For the double-pulse 

structure, when neither received symbol in the repetitive pulses is affected by PNI, the 

symbols are combined and demodulated accordingly. If either pulse suffers from PNI, the 

affected symbol is discarded and the decision is made based on the single-pulse structure 

with AWGN. If both diversity receptions are affected by PNI, the signal is recovered by 

the receiver in the normal fashion. To implement PSI, we require at least a diversity of 

two, and the performance of the system in a pulse-noise environment with 1ρ <  is 

expected to improve. 

H. CHAPTER SUMMARY 

This chapter covered the introduction of M-ary bi-orthogonal signals and 

addressed the concepts and background necessary to examine the performance of two 

alternative JTIDS/Link-16 waveforms. The concepts of diversity, errors-and-erasures 

decoding and perfect side information modulation were also covered. In the next chapter, 

the performance of the first alternative JTIDS waveform that utilizes (31,15) RS coding 

with complex 64-BOK modulation is examined. The analyses of the performance of the 

two alternative JTIDS waveforms assume transmission over a channel both with AWGN 

as well as AWGN plus PNI. Both the single-pulse (no diversity) and double-pulse (with 

diversity) structures are considered.  
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III. ALTERNATIVE JTIDS/LINK-16 WAVEFORM WITH (31,15) 

RS ENCODING AND 64-BOK MODULATION 

In this chapter, we examine the performance of the first alternative JTIDS/Link-

16 waveform for both AWGN as well as AWGN plus PNI. Subsequently, we also 

examine the performance when EED is used. In Section B of the chapter, the analyses are 

for the single-pulse (no diversity) structure, while in Section C the double-pulse (with 

diversity) structure is considered.  

A. CONVERSION BETWEEN FIVE-BIT SYMBOL AND SIX-BIT SYMBOL 

STREAMS USING 64-BOK WITH (31,15) RS ENCODING 

In this section, the concept of conversion between five-bit symbol and six-bit 

symbol streams are explained. 

The first alternative waveform utilizes (31,15) RS encoding identical to that used 

by the original JTIDS, where the five-bit symbols generated at the output of the RS 

encoder undergo serial-to-parallel conversion to two five-bit symbol streams. These five-

bit symbols are mapped into six-bit symbols before being independently transmitted on 

the I and Q components of the carrier using 64-BOK.  

The concept of mapping from five-bit symbols into six-bit symbols is shown in 

Figure 2. At the transmitter, blocks of six five-bit symbols at the RS encoder output are 

converted into blocks of five six-bit symbols and modulated with 64-BOK. At the 

receiver, the process is reversed. Blocks of six-bit symbols are demodulated and 

converted back into blocks of five-bit symbols before being decoded by the RS decoder. 

A block of six five-bit symbols has the same total probability of correct symbol detection 

as a block of five six-bit symbols. When each symbol is received independently, then  

  6 5

5 6c cp p= ,         (3.1) 

where 5cp is the total probability of correct symbol detection in a block of six five-bit 

symbols and 6cp  is the total probability of correct symbol detection in a block of five six-

bit symbols. 
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From (3.1), the probability of correct five-bit symbol detection can be obtained as 

    5/6

5 6( )c cp p=  ,        (3.2) 

and the probability of a five-bit channel symbol error is given by    

                      ( )
5

6
5 61s cp p= − .             (3.3) 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.   Conversion between five-bit symbol and six-bit symbol using 64-BOK 

with (31,15) RS encoding. 
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In this section, we investigate the performance of the first alternative JTIDS/Link-

16 waveform for the single-pulse (no diversity) structure. The analyses cover the 

performance of the waveform both with and without EED and for both AWGN only as 

well as AWGN plus PNI. For this alternative waveform, in addition to expecting at least 

a slight reduction in required signal power to achieve the same bP  due to increasing the 

modulation order from 32 to 64, there will also be an increase in the data rate. This 
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occurs because we are transmitting modulated streams of six-bit symbols when using 64-

BOK, which provides an increase of 1.2 as compared to streams of five-bit symbols. 

Since this alternative waveform utilizes both I and Q components of the carrier to 

transmit independent six-bit symbol streams, there is an overall increase in data rate of 

2.4 as compared to the JTIDS/Link-16 waveform.  

1. Performance in AWGN 

The probability of correct six-bit channel symbol detection for 64-BOK 

demodulation in AWGN is given by [10] 

    

2

0

1
2

2
6

02 /

21
1 2

2
s

M

u

s
c

rE N

rE
p e Q u du

Nπ

−
∞

−

−

  
= − +      

∫ .          (3.4) 

Expressed in terms of average bit energy bE , we have 

                              

2

1 0

1
2

12
6

02 /

21
1 2

2
b

M

u

b
c

rm E N

rm E
p e Q u du

Nπ

−
∞

−

−

  
= − +      

∫ ,     (3.5) 

or 

( )
2

1

1
2

2
6 1

2

1
1 2 2

2
b

M

u

c b

rm

p e Q u rm du
γ

γ
π

−∞
−

−

 = − + ∫ ,          (3.6) 

where 1m  is the number of bits per symbol received by M-BOK demodulator, which is 

six bits per symbol for 64-BOK, /r k n=  is the code rate of RS encoder; and 

0/b bE Nγ = .  

At the receiver, the demodulated six-bit symbols from the 64-BOK demodulator 

are converted to five-bit symbols before being decoded by the (31,15) RS decoder.  

Substituting (3.6) into (3.2), we get   
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   ( )
2

1

5

61
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rm

p e Q u rm du
γ

γ
π

−∞
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−

 
  = − +   
 

∫ .          (3.7) 

Using (3.3) and (3.7), we obtain the probability of five-bit channel symbol error 

as  

( )
2

1

5

61
2

2
5 1

2

1
1 1 2 2 .

2
b

M

u

s b

rm

p e Q u rm du
γ

γ
π

−∞
−

−

 
  = − − +   
 

∫           (3.8) 

Using (2.14) and (3.8), we obtain the probability of symbol error for 64-BOK 

with (31, 15) RS decoding in the presence of AWGN as 

5 5

1

1
(1 )

n
j n j

s s s

j t

n
P j p p

jn

−

= +

 
≈ − 

 
∑ .     (3.9) 

Using (3.9) in (2.16), we obtain the probability of bit error as 

2

2

1

2
b s

m
P P

m

+
≈ ,       (3.10) 

where 2m  is the number of bits per symbol at the input of the RS decoder, which is  five 

bits per symbol for the (31,15) RS decoder. Using (3.8), (3.9) and (3.10), we plot the 

probability of bit error for the first alternative JTIDS/Link-16 waveform in Figure 3.  

For comparison purposes, the performance of both coded and uncoded waveforms 

are presented. The performance for the uncoded waveform is obtained using (2.5) and 

(2.16), where 6s bE E= .  
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Figure 3.   Performance in AWGN of the first alternative JTIDS/Link-16 waveform. 

From Figure 3, we see that at 510 ,bP −=  the coded waveform requires 

0/ 4.3 dB,bE N =  while the uncoded waveform requires 0/ 6.2 dB,bE N =  for a coding 

gain of 1.9 dB.  

2. Performance in Both AWGN and Pulse-noise Interference  

When both AWGN and PNI are present, combining (2.6), (2.8) and (3.8), we 

obtain the probability of five-bit channel symbol error as  

0/  (dB)bE N

bP
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2

1

0

2

1 0

5

61
2

12
5

02

5

61
2

12

02 /

21
1 1 2 (

2

21
       (1 ) 1 1 2 (

2

I

b b

b

M

u

s
Irm

NN
b b

E E

M

u

b

rm E N

rm
p e Q u du

NN

E E

rm E
e Q u du

N

ρ

ρ
π

ρ

ρ
π

−

∞ −

−
+

−∞ −

−

 
         = − − +  

   +    
  

 
 

     + − − − +    
      

∫

∫

.  (3.11) 

Replacing /b IE N  with Iγ  and 0/bE N  with bγ  in (3.11), we get 

   

2

1

2

1

5

61
2

12
5

2

1 1

5

6
1

22
1

2

21
1 1 2 (

1 12

1
       (1 ) 1 1 2 ( 2

2

I b

b

M

u

s

rm

I b

Mu

b

rm

rm
p e Q u du

e Q u rm du

ργ γ

γ

ρ
π

ργ γ

ρ γ
π

−

∞ −

−
+

∞ − −

−

 
         = − − +  

   +    
  

 
 

    + − − − +     
 

∫

∫

.   (3.12) 

Now defining ( )( )111/ b Iζ γ ργ
−−= + , we obtain  

       

2

1

2

1

5

6
1

22
5 1

2

5

6
1

22
1

2

1
1 1 2 ( 2

2

1
       (1 ) 1 1 2 ( 2

2
b

Mu

s

rm

Mu

b

rm

p e Q u rm du

e Q u rm du

ζ

γ

ρ ζ
π

ρ γ
π

∞ − −

−

∞ − −

−

 
    = − − +     

 
 

    + − − − +     
 

∫

∫

.   (3.13) 

The probability of information channel symbol error is obtained by substituting   

(3.13) into (3.9) and (2.16). The performance for both the coded and the uncoded 

waveforms in AWGN and PNI for 0/ 9 dBbE N =  with 1ρ =  and 0.2ρ =  are shown in 

Figure 4 and Figure 5, respectively. 
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In Figure 4, at 510bP −= , the  /b IE N  required for the coded waveform is 6.1 dB, 

while the uncoded waveform requires 9.4 dB, for a coding gain of 3.3 dB.  
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Figure 4.   Performance of the first alternative JTIDS/Link-16 waveform for 1ρ =  

and 0/ 9 dB.bE N =  

Similarly, in Figure 5, at 510bP −= , the  /b IE N  required for the coded waveform 

is 8.9 dB, while the uncoded waveform requires 15.3 dB, for a coding gain of 6.4 dB. 

From the preceding results, the coded waveform performs better than the uncoded 

waveform in AWGN and PNI. Comparing the absolute performance of the coded 

waveform from Figure 4 and Figure 5, we see that when 1ρ =  performance is better than 

when 0.2ρ = ; although, there is a larger coding gain when 0.2.ρ =  

  

bP

/  (dB)b IE N



 22

0 2 4 6 8 10 12 14 16 18 20
10

-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Coded

Uncoded

 

Figure 5.   Performance of the first alternative JTIDS/Link-16 waveform for 0.2ρ =  

and 0/ 9 dB.bE N =  

The performance of 64-BOK with (31, 15) RS coding in PNI for 0/ 6 dBbE N =  

with different values of ρ is shown in Figure 6. Using 510bP −= as reference, we compare 

the required /b IE N  for different values of ρ . When 1ρ = , which is equivalent to 

barrage noise interference, for 510bP −= performance is better ( / 9.2 dBb IE N ≈ ) as 

compared to 0.2 and 0.1ρ ρ= = ( / 10 dBb IE N ≈ );  the degradation due to PNI is about 

0.8 dB. In this particular case, there is small difference in performance between 

0.2 and 0.1ρ ρ= = . From Figure 6, we see that the transition point when 1ρ =  yields 

better performance than 0.2 and 0.1ρ =  occurs for 310bP −< when / 6.9 dBb IE N > . 

bP

/  (dB)b IE N
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Figure 6.   Performance of 64-BOK with (31,15) RS coding in PNI for different 

values of ρ  with 0/ 6 dB.bE N =  

The performance of 64-BOK with (31, 15) RS coding in PNI for 0/ 9 dBbE N =  

with different values of ρ  is shown in Figure 7. When we compare the results in  Figure 

6 to those in Figure 7, we see an improvement in the overall performance as 0/bE N  

increases. When 510bP −= , the required /b IE N  for 1 and 0.2ρ ρ= =  are 6.1 dB and 8.9 

dB, respectively;  the degradation due to PNI is about 2.8 dB.  

Comparing Figure 7 with Figure 6, where /b IE N  for 1 and 0.2ρ ρ= =  are 9.2 

dB and 10 dB, respectively, we see that smaller values of /b IE N  are required for the 

same .bP  Thus, in Figure 7, the increase in 0/bE N  improves the performance due to PNI 

but it also increases  relative degradation.  

bP

/  (dB)b IE N

ρ
ρ
ρ
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Figure 7.   Performance of 64-BOK with (31,15) RS coding in PNI for different 

values of ρ  with 0/ 9 dB.bE N =  

3. Conversion Between Five-bit Symbols and Six-bit Symbols with (31, 

15) RS Encoding and EED 

At the receiver, using 64-BOK with EED, we must convert the demodulated with 

erasures six-bit symbols into five-bit symbols with erasures prior to the RS decoder.  This 

concept is shown in Figure 8. 

 

 

 

 

 

 

bP

/  (dB)b IE N

ρ
ρ
ρ
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Figure 8.   Conversion between five-bit symbol and six-bit symbols using 64-BOK 

with (31,15) RS encoding and EED. 

From Figure 8, using 64-BOK with erasure demodulation, we obtain the total 

probability of correct six-bit symbol detection 6cP  and, at the output of the six-bit symbol 

to five-bit symbol converter, the total probability of correct five-bit symbols  5cP  just as 

when using errors-only detection. When each symbol is received independently, the total 

probability of six correct five-bit symbols and five six-bit symbols is identical and is 

given by (3.1). Using (3.1), we obtain the probability of correct five-bit symbol detection 

given in (3.2) and repeated here for convenience: 

5/6

5 6( ) .c cp p=        (3.14) 

The total probability of six-bit symbol channel erasure at the output of the 64-

BOK demodulator with EED in a block of five six-bit symbols is evaluated as 

   4 3 2 2 3 4 5

6 6 6 6 6 6 6 6 6 6=5 10 10 5e c e c e c e c e eP p p p p p p p p p+ + + + ,     (3.15) 

and the total probability of five-bit symbol channel erasure at the output of the six-bit 

symbol to five-bit converter in a block of six five-bit symbols is evaluated as 

   5 4 2 3 3 2 4 5 6

5 5 5 5 5 5 5 5 5 5 5 5=6 15 20 15 6e c e c e c e c e c e eP p p p p p p p p p p p+ + + + + .    (3.16) 

When each symbol is received independently, the total probability of channel 

erasure in a block of five six-bit symbols is identical to that of a block of six five-bit 

symbols; therefore, 

         6 5e eP P= ,       (3.17) 

6-bit  

Symbols 
 

 

6-bit symbol to 5-bit symbol conversion 

64-BOK 

Demodulation 

 and EED 

Symbol to Bit 

Conversion 

Bit to Symbol 

Conversion 

5-bit 

Symbols RS(31,15) 

Decoder 

6

5 5
5 4 2 3 3

5 5 5 5 5 5 5
2 4 5 6

5 5 5 5 5

6 15 20

       15 6

c c

e c e c e c e

c e c e e

P p

P p p p p p p

p p p p p

=
= + +
+ + +

5

6 6
4 3 2 2 3

6 6 6 6 6 6 6
4 5

6 6 6

=5 10 10

      5

c c

e c e c e c e

c e e

P p

P p p p p p p

p p p

=
+ +

+ +
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Substituting (3.15)and (3.16) into (3.17), we get  

         
4 3 2 2 3 4 5

6 6 6 6 6 6 6 6 6
5 4 2 3 3 2 4 5 6

5 5 5 5 5 5 5 5 5 5 5

5 10 10 5

6 15 20 15 6
c e c e c e c e e

c e c e c e c e c e e

p p p p p p p p p

p p p p p p p p p p p

+ + + +
= + + + + +

.   (3.18) 

which, using Mathcad, can be simplified to 

( )
1

6 4 3 2 2 3 5 6
5 5 6 6 6 6 6 6 6 55 10 5e c c e c e c e e cp p p p p p p p p p= + + + + − .   (3.19) 

4. Performance with Errors-and-Erasures Encoding in AWGN 

At the receiver, the MBOK demodulator has to decide which of M symbols was 

received with sufficient or insufficient confidence. If the output of each integrator 

,  1,2,..., / 2,T i TV X V i M> > − = then the receiver erases the symbol since it cannot decide 

with sufficient confidence.  

Assuming that the original signal representing symbol ‘1’ is transmitted and 

received at the receiver with errors-and-erasures demodulation, we get the probability of 

channel symbol erasure ep  and probability of correct symbol detection cp  as [10] 

[ ]1 2 /2Pr ( ) ( ) ... ( ) |1e T T T T T M Tp V X V V X V V X V= > > − ∩ > > − ∩ ∩ > > −    (3.20) 

and 

1 1 2 1 3 1 /2Pr ( ) ( ) ( ) ... ( ) |1 ,c T Mp X V X X X X X X = > ∩ > ∩ > ∩ ∩ >     (3.21) 

respectively. The probability of channel symbol error is obtained by substituting (3.20) 

and (3.21) into (2.21). 

From (3.20),  the probability of symbol erasure is given by 

( )
1 2 /2... 1 2 / 2 1 2 3 / 2... , ,..., |1 ...

T T T T

M

T T T T

V V V V

e X X X M M

V V V V

p f x x x dx dx dx dx
− − − −

= ∫ ∫ ∫ ∫ ,   (3.22) 

where ( )
1 2 /2... 1 2 / 2, ,..., |1

MX X X Mf x x x  is the joint probability density function of the random 

variables at the detector outputs. Considering that the random variables at the detector 

outputs are independent, we get from (3.22)  
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1 2

3 /2

1 1 2 2

3 3 /2 / 2

( |1) ( |1)

    ( |1) ... ( |1)

T T

T T

T T

M

T T

V V

e X X

V V
V V

X X M M

V V

p f x dx f x dx

f x dx f x dx

− −

− −

=

×

∫ ∫

∫ ∫
.    (3.23) 

Since 
2 3 /22 2 3 3 / 2 / 2( |1) ( |1) ... ( |1)

T T T

M

T T T

V V V

X X X M M

V V V

f x dx f x dx f x dx
− − −

= = =∫ ∫ ∫ , (3.23) simplifies to 

1 2

1
2

1 1 2 2( |1) ( |1)
T T

T T

M

V V

e X X

V V

p f x dx f x dx

−

− −

   
=    
      
∫ ∫      (3.24) 

Substituting (2.2), (2.3), and (2.4) into (3.24), we obtain 

   

2 2
1 2

2 2

1
( 2 ) 2

2 2
1 2

0

1 1
2

2 2

cT T

T

M

x A xV V

e

V

p e dx e dxσ σ

πσ πσ

−
−

− −

−

   
   =
     
∫ ∫ ,      (3.25) 

which can be evaluated to obtain 

1
22 2

1 1 2

M

T c T c T
e

V A V A V
p Q Q Q

σ σ σ

−      + +  = − − −              
.   (3.26) 

Alternatively, (3.26) can be written as  

1
22 2

1 2

M

c T T c T
e

A V V A V
p Q Q Q

σ σ σ

−      − +  = − −              
.    (3.27) 

Defining 2T cV a A=  where 0 1a< <  and 2 /o sN Tσ = , we get 

1
22 2 2 2 2

1 2

M

c c c c c
e

A a A A a A a A
p Q Q Q

σ σ σ

−
        − +

= − −        
           

.   (3.28) 

Since 2

s c sE A T= , the probability of symbol erasure for MBOK is 
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1
2

0 0 0

2 2 2
(1 ) (1 ) 1 2

M

s s s
e

E E E
p Q a Q a Q a

N N N

−
        

= − − + −                        
.   (3.29) 

From (3.29), the probability of symbol erasure for MBOK with ( ,n k ) RS coding with 

code rate r  is 

     

1
2

0 0 0

2 2 2
(1 ) (1 ) 1 2

M

s s s
e

rE rE rE
p Q a Q a Q a

N N N

−
        

= − − + −                        
,   (3.30) 

and, in terms of 0/bE N , we get 

1
2

0 0 0

2 2 2
(1 ) (1 ) 1 2

M

b b b
e

rmE rmE rmE
p Q a Q a Q a

N N N

−
        

= − − + −                        
.   (3.31) 

Next, we derive the probability of correct symbol detection from (3.21), where we 

have 

1 1 1

1 2 / 2

1 1 1

... 1 2 / 2 2 3 / 2 1... ( , ,..., | 1) ...
M

T

x x x

c X X X M M

V x x x

p f x x x dx dx dx dx

∞

− − −

 
=  

  
∫ ∫ ∫ ∫    (3.32) 

From (3.32) we get 

1

1 1 1

2 3 / 2

1 1 1

1

2 2 3 3 / 2 / 2 1

( | 1)

  ( | 1) ( | 1) ... ( | 1)

T

M

c X

V

x x x

X X X M M

x x x

p f x

f x dx f x dx f x dx dx

∞

− − −

=

 
×  
  

∫

∫ ∫ ∫
,   (3.33) 

since the ix s are modeled as independent random variables, 

Simplifying (3.33) as in the derivation for ep  , we get 

    
1

1 2

1

1
2

1 2 2 1( | 1) ( | 1)

T

M

x

c X X

V x

p f x f x dx dx

−
∞

−

 
=  

  
∫ ∫ .     (3.34) 

Substituting (2.2), (2.3) and (2.4) into (3.34), we obtain 



 29

   

2 2
1 21

2 2

1

1
( 2 ) 2

2 2
2 1

1 1

2 2

c

T

M

x A xx

c

V x

p e e dx dxσ σ

πσ πσ

−
−∞ − −

−

 
 =
  

∫ ∫ ,    (3.35) 

which can be partially evaluated to get 

2
1

2

1
( 2 ) 2

12
1

1
1 2

2

c

T

M

x A

c

V

x
p e Q dxσ

σπσ

−−∞ −   = −   
  

∫ .    (3.36) 

Let 1( 2 ) /cu x A σ= −  in (3.36), and 

        

2 1
2

2
1

2

1 2
1 2

2
T c

M

u

c
c

V A

A
p e Q u dx

σ

σπ

−
∞

−

−

  
= − +      

∫ .    (3.37) 

Defining 2T cV a A=  and 2

0 / sN Tσ =  as before, we obtain the probability of correct 

symbol detection for MBOK from (3.37) as  

     

2

0

1
2

2

02
(1 )

21
1 2

2
s

M

u

s
c

E
a

N

E
p e Q u du

Nπ

−
∞

−

− −

  
= − +      

∫ .    (3.38) 

From (3.38), the probability of correct symbol detection with erasure demodulation for 

MBOK with ( ,n k ) RS coding with code rate r  is 

    

2

0

1
2

2

02
(1 )

21
1 2

2
s

M

u

s
c

rE
a

N

rE
p e Q u du

Nπ

−
∞

−

− −

  
= − +      

∫ .      (3.39) 

In terms of 0/bE N , (3.39) can be expressed as 

   

2

0

1
2

2

02
(1 )

21
1 2

2
b

M

u
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∫ .      (3.40) 
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Subsequently, the probability of channel symbol error for MBOK with EED can 

be obtained by substituting (3.31) and (3.40) into (2.21). Using the result for sp  from  

(2.21) and substituting (3.31) and (3.40) into (2.24), we obtain the probability of block 

error. Equation (2.24)is repeated here for convenience: 

min 1 2

0 0

1
d it

i j n i j

E s e c

i j

n n i
P p p p

i j

− −
− −

= =

 −   
= −     

    
∑ ∑ .    (3.41) 

Now, the probability of bit error for MBOK with RS coding and EED in the 

presence of AWGN is obtained by using (3.41) in (2.25) and then using that result in 

(2.16). 

From (3.31), the probability of six-bit channel symbol erasure is  

         

1
2

1 1 1
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N N N
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= − − + −                        
, (3.42) 

where 1m = 6 is the number of bits per symbol received by 64-BOK demodulator with 

EED. Similarly, the probability of correct six-bit channel symbol detection is obtained 

from (3.40) as 
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∫ .    (3.43) 

Substituting (3.43) into (3.14), we obtain the probability of correct five-bit channel 

symbol detection as 
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= − +         
 

∫ .   (3.44) 

Using (3.42), (3.43) and (3.44) in (3.19), we obtain the probability of five-bit 

channel symbol erasure. Substituting this result and (3.44) into (2.21), we obtain the 

probability of five-bit channel symbol error as  
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         5 5 51s e cp p p= − − .      (3.45) 

Using the results for 5sp , 
5,ep and 5cp  in (2.24), we obtain the probability of block error 

for 64-BOK with (31, 15) RS code and EED as  

min 1 2

5 5 5

0 0

1
d it

i j n i j

E s e c

i j

n n i
P p p p

i j

− −
− −

= =

−   
= −    

   
∑ ∑ .     (3.46) 

Now, we obtain the probability of symbol error and the probability of bit error for 

64-BOK with (31, 15) RS coding and EED in the presence of AWGN using (2.25) and 

(3.10), respectively. 

The results for 64-BOK with (31, 15) RS coding and EED in AWGN for different 

values of a  are shown in Figure 9, where a  varies from 0 (no EED) to 0.9 (with EED). 

In Figure 9, we see the degradation in performance for large values of a  ( 0.8a ≥ ) but 

not much difference for a< 0.6. From these results, we conclude that there is no 

improvement in the performance when EED is used for the first alternative JTIDS/Link-

16 waveform in the presence of AWGN.  EED degrades performance if a  is too large. 
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Figure 9.   Performance of 64-BOK with (31,15) RS coding and EED for different 

values of a  in the presence of AWGN. 

5. Performance with Errors-and-Erasures Decoding in AWGN and 

Pulse-noise Interference 

The probability of six-bit channel symbol erasure for 64-BOK and EED when  

PNI is also present is obtained from (2.6), (2.8) and (3.42) in terms of bE  as 
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Since /I b IE Nγ =  and 0/b bE Nγ =  and defining ( )1 11/ ( )b Iζ γ ργ− −= + , we obtain from 

(3.47) 
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(3.48) 

Similarly, the probability of six-bit correct channel symbol detection is obtained from 

(2.6), (2.8) and (3.43) as 
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which can be expressed as 
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The probability of correct five-bit channel symbol detection is obtained by 

substituting (3.50) into (3.14) to get 
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   (3.51) 
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Now, substituting the results from (3.49), (3.50) and (3.51) into (3.19), we obtain 

the probability of five-bit channel symbol erasure 5ep . The probability of five-bit channel 

symbol error is obtained by substituting (3.51) and the result for 5ep  into (3.45).  

As previously, we obtain the probability of block error by substituting (3.45), 

(3.51) and the result for 5ep  into (3.46). This result is then used to get the probability of 

symbol error expressed in (2.25). Using (3.10), we get the probability of bit error for 64-

BOK with (31,15) RS coding and EED in both AWGN and PNI.  

The performance of 64-BOK with (31,15) RS coding and EED for different 

values of a , 1ρ =  and 0/ 6 dBbE N =  is shown in Figure 10. From Figure 10, the 

performance for 0.6a =  is slightly better as compared to 0,a =  0.2a = , 0.4a =  and 

0.8a = .  The performance for 0,a = 0.2a =  and 0.4a =  are almost the same at 

510bP −= ,  while the performance for 0.8a =  is the worst. Note that 0a =  corresponds to 

no EED. 
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Figure 10.   Performance of 64-BOK with (31,15) RS coding and EED for 1ρ =  and 

0/ 6 dBbE N =  for different values of a  in both AWGN and PNI. 

The performance of 64-BOK with (31,15) RS coding and EED in both AWGN 

and PNI environment for different values of ρ , 0.6a =  and 0/ 6 dBbE N =  is shown in 

Figure 11. At 510 ,bP −=  the performance is degraded as ρ  decreases and the degradation 

is limited to about 2 dB.  
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Figure 11.   Performance of 64-BOK with (31,15) RS coding and EED for 

0/ 6 dBbE N =  with different ρ  for 0.6a =  in both AWGN and PNI. 

The performance for 64-BOK with (31, 15) RS coding both with and without 

EED in a AWGN and PNI environment for 0.6a = , 0/ 6 dBbE N =  and different values 

of ρ  is shown in Figure 12. At 510bP −= , we  see that there is a degradation of 0.1 to 0.9 

dB and no improvement in performance due to EED. The worst performance is when 

0.2ρ = , where the degradation is 0.9 dB. When 1ρ = , the degradation is 0.1 dB. 
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ρ
ρ
ρ
ρ
ρ
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Figure 12.   Performance of 64-BOK with (31,15) RS coding with and without EED 

for 0/ 6 dBbE N =  with different ρ  for 0.6a = in PNI. 

In Figure 13, when 0.4a = , the  results are similar to those shown in  Figure 12, 

where there is no improvement in performance for different values of ρ  due to EED. 

From the results shown in Figure 12 and Figure 13, we conclude that EED used 

with 64-BOK and (31,15) RS coding does not improve  performance but instead degrades 

it .  
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Figure 13.   Performance of 64-BOK with (31,15) RS coding with and without  EED 

for 0/ 6 dBbE N =  with different ρ  for 0.4a = in PNI. 

6. Section Summary 

The performance of the first alternative JTIDS/Link-16 waveform with the single-

pulse structure (no diversity), both with and without EED and in an environment with 

both AWGN only as well as AWGN plus PNI, was evaluated in this section. We found 

that the waveform in a barrage noise interference environment performs better than with 

PNI. We also concluded that EED decoding does not improve the performance at the 

receiver when both AWGN and PNI are present. In the next section of the chapter, we 

investigate the performance of the first alternative JTIDS/Link-16 waveform with the 

double-pulse structure (with diversity of two). 
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ρ
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C.  PERFORMANCE OF 64-BOK WITH (31,15) RS CODING AND A 

DIVERSITY OF TWO (DOUBLE-PULSE STRUCTURE) 

In this section, the performance of the first alternative JTIDS/Link-16 waveform 

with the double-pulse structure (with diversity of two) is investigated. Diversity is a 

widely used method for minimizing the effect of PNI and/or fading. It increases the 

redundancy of the system by transmitting the same symbol twice at different carrier 

frequencies. 

1. Performance in AWGN with Diversity of Two 

In Chapter II, we mentioned that JTIDS/Link-16 employs diversity in its pulse 

structure to improve its resistance to interference. The double-pulse structure improves 

the performance of the system, while the single-pulse structure allows for higher 

throughput. In this section, the performance of the first alternative waveform with the 

double-pulse structure is investigated.  

With diversity, the received energy per bit is L  times the average received energy 

per chip, b cE LE= , where we define cE  as the average energy per bit per pulse. For the 

double-pulse structure, diversity is two ( 2L = ), and the received energy per bit is the 

combination of two chip’s energy to double the energy per bit received. Hence, the 

probability of correct six-bit channel symbol detection with a diversity of L  for 64-BOK 

in AWGN can be obtained from (3.5) as 

 

2

1 0

1
2

12
6

02 /

21
1 2

2
c

M

u

c
c

Lrm E N

Lrm E
p e Q u du

Nπ

−
∞

−

−

  
= − +      

∫ , (3.52) 

where cE  is the average energy per bit per pulse, 2L =  and 1 6m =  bits per symbol. 

Since 2L = , (3.52) can be simplified to  
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∫ . (3.53) 

The demodulated six-bit symbols are converted to five-bit symbols before being 

decoded by the (31,15) RS decoder. Substituting (3.53) into (3.2), we obtain the 

probability of correct five-bit symbol detection before RS decoding as 
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∫    (3.54) 

Using (3.3) and (3.54), we obtain the probability of five-bit channel symbol error 

as 
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∫ .   (3.55) 

Subsequently, the probability of information symbol error and information bit error can 

be obtained by substituting (3.55) into (3.9) and into (3.10).  

The performance of 64-BOK with (31,15) RS coding for both the single-pulse and 

the double-pulse structure in AWGN is shown in Figure 14. At 510bP −= , the difference in 

the required 0/cE N  between the double-pulse and the single-pulse structure is 3 dB. 

From Figure 14, we see that a diversity of two gives a 3 dB improvement in the 

performance when compared to no diversity in terms of cE . 
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Figure 14.   Performance of 64-BOK modulation with (31, 15) RS encoding for both 

the single-pulse and the double-pulse structure in AWGN. 

2. Performance in Both AWGN and PNI with a Diversity of Two 

The probability of channel symbol error for MBOK with ( ,n k ) RS coding and a 

diversity of two in both AWGN and PNI is given by 
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where ( )sp i  is the conditional probability of channel symbol error given that i  symbols 

experience PNI. 

The conditional probability density functions for the random variables mX , where 

1,2,..., / 2,m M=  that represent the decision variables are obtained assuming soft 

combination of the integrator outputs and are given by 

bP
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and 
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where 

              2 2 2

0( ) (2 )m Ti i iσ σ σ= + − ,      (3.60) 

and 

         2 2 2

0T Iσ σ σ= + .       (3.61) 

Substituting (3.61) into (3.60) and defining 2

0 0 / sN rTσ =  and 2 /I I sN rTσ ρ= , we obtain 
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The conditional probability of channel symbol error is obtained by comparing (3.57)

through (3.62) to (2.2) through (2.4). Adapting into (2.5), we get 
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which can also be expressed as 
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Expressed in terms of cE , (3.64) is given by 

       

2

0

1
2

2

2
2 0

2

21
( ) 1 1 2 2

2 2c

I

M

u

c
s

IrmE

iN
N

rmE
p i e Q u du

N
i N

ρ

π
ρ

−

∞
−

−
+

  
  
  = − − +
  +    

∫ ,   (3.65) 

which can also be represented as 
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∫ ,   (3.66) 

where /I c IE Nγ =  and 0/c cE Nγ = . Substituting (3.66) into (3.56), we obtain the 

probability of channel symbol error. The probability of information symbol error and 

information bit error for MBOK with ( ,n k ) RS coding in both AWGN and PNI with a 

diversity of two is obtained by substituting (3.56) into (2.14) and (2.14) into (2.16), 

respectively.  

For 64-BOK with (31,15) RS coding, we apply the concept of mapping from six-

bit symbols into five-bit symbols at the receiver. Comparing (3.3) to (3.66), we get the 

probability of five-bit channel symbol error based as 
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∫  (3.67) 

where 1 6m =  is the number of bits per symbol received by the 64-BOK demodulator.  

Substituting (3.67) into (3.56), we obtain the probability of five-bit channel symbol error 

as 
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The probability of information symbol error and information bit error for 64-BOK 

with (31,15) RS coding with a diversity of two in AWGN and PNI is obtained by 

substituting (3.68) into (3.9) and  (3.9) into (3.10), respectively.  

The performance for different values of ρ  with 0/ 2 dBcE N =  is shown in Figure 

15. The 0/cE N  is chosen to be 2 dB since this gives  710bP −=  at / 25 dBc IE N = . From 

Figure 15, we see that varying the ρ  does not degrade performance significantly as 

compared to barrage noise interference ( 1ρ = ). At 510 ,bP −=  0.02ρ =  gives the best 

performance as compared to larger ρ , and the degradation due to PNI is only about 1 dB. 
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Figure 15.   Performance of 64-BOK with (31,15) RS coding and the double-pulse 

structure for different ρ  with 0/ 2 dBcE N = and PNI. 

bP

/  (dB)c IE N

ρ
ρ
ρ
ρ
ρ



 45

In Figure 16, 0/ 2.5 dBcE N =  is chosen to yield 910bP −=  at / 25 dB.c IE N =  

From Figure 16, we see that the degradation due to PNI increases to about 2 dB, but the 

absolute performance improves by about 2 dB. 
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Figure 16.   Performance of 64-BOK with (31,15) RS coding and the double-pulse 

structure for different ρ  with 0/ 2.5 dBcE N =  and PNI. 

In Figure 17, we compare the performance for receivers both with and without 

diversity where the probability of bit error approaches 710−  at / 25 dB.c IE N =  For the 

receiver without diversity, 0/ 5 dBcE N =  is required, while with diversity, the required 

0/cE N  is 3 dB less. The difference in performance between the waveforms with and 

without diversity is about 3 dB for both 1 ρ =  and 0.1 at 510 .bP −=  
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Figure 17.   Performance of 64-BOK with (31,15) RS coding for both the double-pulse  

0( / 2 dB)cE N =  and the single-pulse structure 0( / 5 dB)bE N = in PNI. 

3. Performance in Both AWGN and PNI with a Diversity of Two and 

EED 

The probability of bit error for MBOK with ( ,n k ) RS coding and EED with a 

diversity of two in AWGN and PNI is obtained by using a similar approach to that 

without diversity. We first obtain the probability of correct channel detection, the 

probability of channel erasure, and the probability of channel symbol error. 

Recalling from (3.24), we have the probability of channel erasure as 
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∫ ∫ .      (3.69) 

From (3.57), (3.58), (3.59) and (3.69), the conditional probability of channel 

erasure given that i  diversity receptions experience PNI is obtained as 
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which can be evaluated to get 
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Using (3.62) and defining ( )2 2T cV a A= , where 0 1,a< <  we obtain 
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With RS coding, (3.72) can be expressed as 
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.   (3.73) 

The probability of channel erasure for the double-pulse structure with EED is 

obtained by substituting (3.73) into an equation analogous to (3.56) and is  
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Similarly, the conditional probability of channel detection given that i  diversity 

receptions experience PNI is obtained from (3.57), (3.58), (3.59) and (3.34) as 
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which can be partially evaluated to get 
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Letting ( )1 2 2 / ( )c mu x A iσ= −  in (3.76), we obtain 
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Using (3.62) and ( )2 2T cV a A= , we obtain the conditional probability of correct 

channel detection for MBOK with FEC coding expressed in terms of 0/cE N  given that i  

diversity receptions experience PNI as 
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∫ .   (3.78)  

Substituting (3.78) into an equation analogous to (3.56), we obtain the probability of 

correct channel detection for the double-pulse structure with EED as 
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From the results of (3.74) and (3.79), we can obtain the probability of channel symbol 

error with EED as 

 1s e cp p p= − − . (3.80) 

Using the results of ,  e cp p  and sp , we obtain the probability of block error as 
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and the probability of information symbol error and information bit error are obtained 

from (2.25) and (2.16), respectively. 

For 64-BOK with (31,15) RS coding, we apply the concept of mapping from six-

bit symbols into five-bit symbols at the receiver. Hence, using (3.79), we get the 

probability of correct six-bit channel symbol detection as 
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where 1 6m =  is the number of bits per symbol received by the 64-BOK demodulator.  

Substituting (3.82) into (3.2), we obtain the probability of five-bit correct channel symbol 

detection as 
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Next, the probability of six-bit channel symbol erasure is obtained from (3.74) as 
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 (3.84) 

Substituting (3.19) with results from (3.82), (3.83) and (3.84) into (3.19), we get 

the probability of five-bit channel symbol erasure 5ep . Substituting (3.83) and 5ep  into 

(3.80), we obtain the probability of five-bit channel symbol error as  

5 5 51s e cp p p= − − .      (3.85) 

Using the results for 5 5,  s cp p  and 5ep  in (3.81), we obtain the probability of block error 

for 64-BOK with (31,15) RS code and EED for the double-pulse structure. Finally, we 

obtain the probability of symbol error and the probability of bit error for 64-BOK with 

(31,15) RS coding and EED with a diversity of two and both AWGN and PNI using 

(2.25) and (3.10), respectively. 
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The results for 64-BOK with (31, 15) RS coding and EED and a diversity of two 

in AWGN and PNI for different values of a  are shown in Figure 18 and Figure 19, where 

0/cE N  is 2 dB and 14 dB, respectively. From Figure 18 and Figure 19, we see that there 

is not much difference in performance for 0 0.7a≤ ≤ . However, performance degrades 

for 0.7a > . This degradation is expected since, when a  reaches a large value, more 

received symbols are erased and overwhelm the erasure correction capability of the RS 

code. The subsequent analyses use 0.7a =  as it provides the best performance. 
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Figure 18.   Performance of 64-BOK with (31,15) RS coding and EED for the double-

pulse structure with 0.5ρ =  and 0/ 2 dBcE N =  for different values of .a  
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Figure 19.   Performance of 64-BOK with (31,15) RS coding and EED for the double-

pulse structure with 0.5ρ =  and 0/ 14 dBcE N =  for different values of .a  

The performance of 64-BOK with (31,15) RS coding and EED with a diversity of 

two when 0/ 2 dBcE N =  for 0.7a =  and different values of ρ  is shown in Figure 20. At 

510bP −= , there is a difference of 1.7 dB in /c IE N  between the best and the worst 

performance. The best performance occurs for 1ρ =  at / 9.1 dBc IE N = , and the worst 

performance occurs for 0.1ρ =  at / 10.8 dBc IE N = . 

In Figure 21, we can see that the difference in performance increases when 

0/cE N  increases to 14 dB. At 510bP −= , the best performance occurs for 1ρ =  at 

/ 1.4 dBc IE N = , and the worst performance occurs for 0.1ρ =  at / 5.3 dB.c IE N =  This 

gives a difference of 3.9 dB. 
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From Figure 20 and Figure 21, we can see that although there is an improvement 

in absolute performance for larger 0/bE N ,  there is also a significant increase in the 

relative performance gap between 1ρ =  and 0.1.ρ =  
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Figure 20.   Performance of 64-BOK with (31,15) RS coding and EED for the double-

pulse structure with 0.7a =  and 0/ 2 dBcE N =  for different values of .ρ  
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Figure 21.   Performance of 64-BOK with (31,15) RS coding and EED for the double-

pulse structure with 0.7a =  and 0/ 14 dBcE N =  for different values of .ρ  

The performance for 64-BOK with (31,15) RS coding and EED, both with and 

without diversity, for the case of an asymptotic convergence to 710 ,−   is shown in Figure 

22. As expected, from the results at 510bP −= , we see that there is about a 3 dB difference 

in performance between the single-pulse and the double-pulse structure. The 3 dB 

improvement is due to the power advantage of the double-pulse structure.  
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Figure 22.   Performance of 64-BOK with (31,15) RS coding and EED, 0.7,  =1a ρ=  

for both the double-pulse structure 0( / 2 dB)cE N =  and single-pulse structure 

0( / 5 dB)bE N = . 

The performance of 64-BOK with (31,15) RS coding both with and without EED 

for 0/ 2 dBcE N = is shown in Figure 23. From Figure 23, at 510bP −= , the difference in 

performance when using EED is less than 0.5 dB.  
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Figure 23.   Performance of 64-BOK with (31,15) RS coding with and without EED 

with 0/ 2 dBcE N =  and 0.7a =  for different values of .ρ  

Next, we increase  0/cE N  to 14 dB, and the result is shown in Figure 24. From 

Figure 24, we observe that there is no difference in performance when using EED. This 

comparison shows that there is no benefit to EED for the double-pulse structure, which is 

also the case for the single-pulse structure.  
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Figure 24.   Performance of 64-BOK with (31,15) RS coding with and without EED 

with 0/ 14 dBcE N =  and 0.7a =  for different values of .ρ  

4. Performance with Perfect-side Information in Both AWGN and PNI 

PSI modulation can be considered for a system with a diversity of two when the 

diversity receptions are received independently. When only one diversity reception is 

affected by PNI, the decoding decision is based on the diversity reception that is free 

from PNI. Using (2.11), we obtain the probability of channel symbol error with a 

diversity of two as  

 2 2(1 ) (0) (2) (1 ) (1)s s s sP p p pρ ρ ρ ρ= − + + − . (3.86) 

In (3.86), (0)sp  is the conditional probability of channel symbol error when there 

is no PNI present in either diversity reception and is obtained from (3.53) as 
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The conditional probability of channel symbol error when only one of the 

diversity receptions suffer from PNI and is discarded is obtained from (2.5) as 
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Finally, the conditional probability of channel symbol error when both diversity 

receptions suffer from PNI is obtained from (3.64) as 
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∫ . (3.89) 

For 64-BOK with (31,15) RS coding and PSI,  the concept of mapping from six-

bit symbols to five-bit symbols at the receiver is applied to obtain the probability of five-

bit channel symbol error (with a diversity of two) from (3.86) as  

 2 2

5 5 5(1 ) (0) (2) (1 ) (1)s s s sP p p pρ ρ ρ ρ= − + + − . (3.90) 

The conditional probability of five-bit channel symbol error when PNI is not 

present in either diversity reception is obtained from (3.55) as 

 

2

1 0

5

61
2

12
5

04 /

41
(0) 1 1 2

2
c

M

u

c
s

rm E N

rm E
p e Q u du

Nπ

−
∞

−

−

 
   

= − − +        
 

∫ . (3.91) 

The conditional probability of five-bit channel symbol error when only one of the 

diversity receptions suffers PNI and is discarded, is obtained from (3.8) as 
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Finally, the conditional probability of channel symbol error when both diversity 

receptions suffer from PNI, is obtained from (3.67) as 
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∫  (3.93) 

The performance of 64-BOK with (31,15) RS coding both with and without PSI is 

shown in Figure 25. From Figure 25, there is no difference in performance when 1ρ =  

with PSI.  This makes sense since the channel is experiencing barrage noise interference. 

At 610 ,bP −=  0.2,ρ =  the  /c IE N  required with and without PSI is 6.5 dB and 13.2 dB, 

respectively. Hence, there is a gain of 6.7 dB when PSI is used, and there is a significant 

improvement in performance.  
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Figure 25.   Performance for 64-BOK with (31,15) RS coding with and without PSI for 

different ρ  with 0/ 2 dB.cE N =  

Next, we increase 0/cE N  to 9 dB, and the result is shown in Figure 26. From 

Figure 26, we again see identical results for 1ρ = , where there is no difference in 

performance with PSI. At 910 ,bP −= 0.2,ρ =  the  /c IE N  required with and without PSI 

is 2.9 dB and 6.7 dB, respectively. Hence, there is a gain of 3.8 dB when PSI is used, and 

there is a significant improvement in performance. Thus, PSI forces a jammer to adopt a 

barrage noise jamming strategy, where the benefit of PSI is negated. 
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Figure 26.   Performance for 64-BOK with (31,15) RS coding with and without PSI for 

different ρ  with 0/ 9 dB.cE N =  

5. Section Summary 

This section covered the analyses of the performance of the first alternative 

JTIDS/Link-16 waveform with a diversity of two (double-pulse structure), both with and 

without EED for both AWGN as well as AWGN plus PNI. From the analyses, the 

performance of the waveform is better when 1ρ =  (barrage noise interference) than for 

1ρ < . We saw that EED does not substantially improve performance in the presence of 

both AWGN and PNI. The performance with PSI was analyzed, and the results showed a 

significant improvement in performance for a channel with AWGN and PNI.  
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D. COMPARISON OF FIRST ALTERNATIVE JTIDS/LINK-16 

WAVEFORM TO JTIDS/LINK-16 WAVEFORMS IN BOTH AWGN 

ONLY AND AWGN PLUS PNI 

In this section, we compare the performance of the first alternative JTIDS/Link-16 

waveform to the original JTIDS/Link-16 waveform. The analyses are based on both 

single-pulse and double-pulse structures and in an environment with both AWGN only, 

and AWGN plus PNI.  Detailed analyses of the original JTIDS/Link-16 waveform can be 

found in [7] respectively. Results from [7] are used to obtain the performance of the 

original JTIDS/Link-16 waveform for comparison with the first alternative JTIDS/Link-

16 waveform. 

1. Comparison of 64-BOK with (31,15) RS Coding to the JTIDS/Link-16 

Waveform for AWGN, Single-pulse Structure 

The performance of the alternative waveform with 64-BOK with (31,15) RS 

coding compared to that of the original JTIDS/LINK-16 waveform for the single-pulse 

structure and in AWGN is shown in Figure 27. At 310bP −= , 0/ 6.1 dBbE N =  and 

0/ 3.4 dBbE N =  for the JTIDS/Link-16 waveform and the first alternative JTIDS/Link-

16 waveform, respectively. This is a gain of 2.7 dB for the 64-BOK waveform over the 

JTIDS/Link-16 waveform in AWGN. Similarly, at 510bP −= , there is an identical gain of 

2.7 dB for the first alternative JTIDS/Link-16 waveform over the JTIDS/Link-16 

waveform, with 0/ 4.3 dBbE N =  and 0/ 7.0 dBbE N = for the  first alternative 

JTIDS/Link-16 waveform and the JTIDS/Link-16 waveform, respectively. 
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Figure 27.   Performance of the first alternative JTIDS/Link-16 waveform and the 

JTIDS waveform for the single-pulse structure. 

2. Comparison of 64-BOK with (31,15) RS Coding to the JTIDS/Link-16 

Waveform for AWGN and PNI, Single-pulse Structure 

The performance for both the first alternative JTIDS/Link-16 waveform and the 

JTIDS/Link-16 waveform in both AWGN and PNI for different values of ρ  is shown in 

Figure 28. We consider the case where the performance of the two waveforms both 

converge to 710bP −= ; the required 0/bE N  for the first alternative waveform and the 

JTIDS/Link-16 waveform is 5 dB and 7.7 dB, respectively. At 510bP −=  and 1ρ = ,  the 

/b IE N  required when for the alternative waveform and the JTIDS/Link-16 waveform is 

12.4 dB and 15 dB, respectively. For 0.2ρ =  and 0.1ρ = , the difference in /b IE N  

between the alternative JTIDS/Link-16 waveform ( / 13.3 dBb IE N = ) and the 

JTIDS/Link-16 waveform ( / 16 dBb IE N = ) is 2.7 dB. Comparing the performance of the 

bP
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two waveforms, we see that the first alternative JTIDS/Link-16 waveform performs better 

than the JTIDS/Link-16 waveform by about 2.6 to 2.7 dB at 510bP −= . Clearly, the 

JTIDS/Link-16 waveform will have substantially inferior performance as compared to the 

first alternative waveform based on equal 0/bE N . This is shown in Figure 29 for 

0/ 7.7 dBbE N = . 
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Figure 28.   Performance of the first alternative JTIDS/Link-16 waveform 

( 0/ 5 dBbE N = ) and the JTIDS waveform ( 0/ 7.7 dBbE N = ) for different values 

of ρ  with the single-pulse structure. 
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Figure 29.   Performance of the first alternative JTIDS/Link-16 waveform and the 

JTIDS waveform, both with 0/ 7.7 dBbE N = ,
 
for different values of ρ  with the 

single-pulse structure. 

3. Comparison of 64-BOK with (31,15) RS Coding to the JTIDS/Link-16 

Waveform for AWGN, Double-pulse Structure 

The performance of the first alternative JTIDS/Link-16 waveform and the original 

JTIDS/Link-16 waveform in AWGN for the double-pulse structure is shown in Figure 

30. At 510bP −= , 0/ 4 dBcE N =  and 0/ 1.3 dBcE N =  for the JTIDS/Link-16 waveform 

and the 64-BOK waveform, respectively. This yields a 2.7 dB gain for the first alternative 

JTIDS/Link-16 waveform over the JTIDS/Link-16 waveform, which is the same as was 

found for the single-pulse structure. Comparing Figure 27 and Figure 30, the single-pulse 

structure 64-BOK waveform has a 3 dB advantage over the double-pulse JTIDS/Link-16 

waveform. 
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Figure 30.   Performance of the first alternative JTIDS/Link-16 waveform and the 

JTIDS waveform for the double-pulse structure. 

4. Comparison of 64-BOK with (31,15) RS Coding to the JTIDS/Link-16 

Waveform for AWGN and PNI, Double-pulse Structure 

The performance for both the first alternative JTIDS/Link-16 and the JTIDS/Link-

16 waveform for the double-pulse structure in both AWGN and PNI for different values 

of ρ  is shown in Figure 31. We consider the performance when the two waveforms both 

asymptotically converge to 910bP −= . The required 0/cE N  for the first alternative 

waveform and the JTIDS/Link-16 waveforms are 2.5 dB and 5.2 dB, respectively. We 

see a 2.7 dB gain for the first alternative JTIDS/Link-16 waveform over the JTIDS/Link-

16 waveform. 

At 510bP −=  and 1ρ = , the /c IE N  required for the alternative JTIDS/Link-16 

waveform and the JTIDS/Link-16 waveform are 7.5 dB and 10 dB, respectively. This 

gives a difference of 2.5 dB between the two waveforms. When 0.2ρ = , 
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/ 8 .3 dBc IE N =  is required for both the alternative JTIDS/Link-16 waveform and the 

JTIDS/Link-16 waveform. The JTIDS/Link-16 waveform performs better than the first 

alternative waveform when / 8 .3 dBc IE N < and 0 .2ρ ≤ . 

For 0.1ρ = , at 610bP −= , the JTIDS/Link-16 waveform performs better than the 

second alternative waveform when / 12.5 dBc IE N <  . The difference in /c IE N  

between the alternative JTIDS/Link-16 waveform ( / 10.4 dBc IE N = ) and the 

JTIDS/Link-16 waveform ( / 7 .9 dBc IE N = ) is 2.5 dB.  

Comparing the performance of the two waveforms, we see that the first 

alternative JTIDS/Link-16 waveform performs better than the JTIDS/Link-16 waveform 

by about 2.5 dB at 510bP −= when 1ρ = . The JTIDS/Link-16 waveform outperforms the 

first alternative waveform when 0.1ρ =  and 0.2ρ =  for / 12.5 dBc IE N <  and 

/ 8 .3 dBc IE N < , respectively.  As can be seen in Figure 32, where 0/ 5 .2 dBcE N = , 

the first alternative JTIDS/Link-16 waveform outperforms the JTIDS/Link-16 waveform 

if the two waveforms are compared on equal 0/cE N  basis. 
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Figure 31.   Performance of the first alternative JTIDS/Link-16 waveform 

( 0/ 2.5 dBcE N = ) and the JTIDS waveform ( 0/ 5.2 dBcE N = ) for different 

values of ρ  with the double-pulse structure. 
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Figure 32.   Performance of the first alternative JTIDS/Link-16 waveform and the 

JTIDS waveform, both with 0/ 5.2 dBcE N = , for different values of ρ  with the 

double-pulse structure. 

5. Section Summary 

In this section, we compared the performance of the first alternative JTIDS/Link-

16 waveform to the original JTIDS/Link-16 waveform for a channel with both AWGN 

only as well as AWGN and PNI. Both single-pulse and double-pulse structures were 

considered. The result shows significant improvement of 2.7 dB gain for the 64-BOK 

waveform over the original JTIDS/Link-16 waveform. The primary advantage of the 64-

BOK waveform is the 140 percent increase in data rate over the original JTIDS/Link-16 

waveform. 
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E. CHAPTER SUMMARY 

The performance of the first alternative JTIDS/Link-16 waveform, 64-BOK with 

(31,15) RS coding was examined in this chapter. In Section B, we analyzed the 

performance of the proposed waveform with a single-pulse structure (no diversity) for 

both AWGN only as well as AWGN plus PNI. The analyses of the performance of the 

waveform with EED were also conducted for  both AWGN as well as AWGN plus PNI.  

In Section C of this chapter, we investigated the performance of the first 

alternative JTIDS/Link-16 waveform with a double-pulse structure (a diversity of two). 

We analyzed the performance of the proposed waveform for both AWGN as well as 

AWGN plus PNI, and also conducted analyses both with and without EED.  Perfect-side 

information (PSI) was also analyzed for the proposed waveform for the double-pulse 

structure. 

In Section D, we compared the performance of the first alternative JTIDS/Link-16 

waveform to that of the original JTIDS/Link-16 waveform in both AWGN only as well as 

AWGN plus PNI for both the single-pulse and the double-pulse structure. The results 

show a significant improvement for the proposed waveform as compared to the original 

JTIDS/Link-16 waveform when PNI is present. The primary advantage of the alternative 

waveform is an overall increase in data rate of 2.4 as compared to the original 

JTIDS/Link-16 waveform.  

In the next chapter, we examine the performance of the second alternative 

JTIDS/Link-16 waveform that utilizes complex 64-BOK modulation and (63,47) RS 

coding. The performance of the second alternative waveform is also compared to that of 

the original JTIDS/Link-16 waveform. 
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IV. ALTERNATIVE JTIDS/LINK-16 WAVEFORM WITH 64-BOK 

AND (63,47) RS ENCODING 

In this chapter, we examine the performance of the second alternative 

JTIDS/Link-16 waveform for both AWGN as well as AWGN plus PNI. The alternative 

waveform uses 64-BOK modulation with (63,47) RS encoding instead of the (31,15) RS 

encoding used for the original JTIDS/Link-16 waveform. We also examine the 

performance when EED is used. In Section A of this chapter, we compare different RS 

code rates; the analyses of the performance of the waveform are based on the single-pulse 

(no diversity) structure. In Section B, the double-pulse (with diversity) structure is taken 

into account. In the last section, Section C, the second alternative JTIDS/Link-16 

waveform is compared to the original JTIDS/Link-16 waveform for both AWGN and 

AWGN plus PNI. 

A. PERFORMANCE OF THE SECOND ALTERNATIVE WAVEFORM FOR 

THE SINGLE-PULSE STRUCTURE 

In this section, the performance of (63, )k  RS coding with different values of k  is 

evaluated so as to determine the optimal RS code rate. We also analyze the performance 

of the second alternative JTIDS/Link-16 waveform both with and without EED decoding 

and in AWGN as well as AWGN plus PNI. The analyses on the waveform is based on the 

single-pulse (with no diversity) structure. 

1. Comparison of (63, )k  RS Coding in AWGN 

The JTIDS/Link-16 waveform’s primary limitation is the limited data throughput 

inherent in its basic architecture [2]. In this chapter, we use (64,47) RS coding instead of 

the (31,15) RS coding specified for the original JTIDS/Link-16 waveform so as to 

improve the data rate of the system.  

The probability of information bit error versus 0/bE N  for 64-BOK modulation 

with (63, )k RS coding in the AWGN environment are shown in Figure 33 and Figure 34. 

As k  increases from 29 to 61, the coding gain increases initially and decreases again as 



 72

k  continues to increase. From Figure 33 and Figure 34, at 510bP −= , the performance of 

64-BOK with (63,47) RS is the best with 0/ 3 .37 dB.bE N =  From Figure 33, we see 

that the required 0/bE N  for the (63,k ) RS codes is reduced as the number of encoded 

information symbols increases ( 29 to 47k = ) . The required 0/bE N  reaches 3.37 dB 

for the (63,47) RS code and begins to increase as the number of encoded information 

symbols increases ( 47 to 61k = ), which is shown in Figure 34.   
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Figure 33.   Performance of 64-BOK with (63,k )RS coding in AWGN. 
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Figure 34.   Performance of 64-BOK with (63,k )RS coding in AWGN. 

A comparison of performance with (63, )k RS coding with k  as a parameter is 

shown in Table 1.  From Table 1, the increase in data rate is calculated by comparing the 

code rate of a (63, )k  RS code to the code rate for a (31,15) RS code. We see that as k  

gets smaller, the number of correctable errors t  increases but the data rate decreases. 

Conversely, increasing k  reduces t  and increases the data rate. The (63,47) RS code 

provides the optimal performance and a data rate increase of eighty-five percent with 

0/ 3 .37 dB.bE N =  Note that this choice keeps the number of correctable errors ( 8t = ) 

per block the same as for the (31,15) RS coding used in the original JTIDS/Link-16 

waveform.  
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Coding Gain 
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( / )
( / )

b coded

b uncoded

E N
E N−  

63 29 17 1.14 14% 3.97 2.20 

63 31 16 1.22 22% 3.80 2.37 

63 33 15 1.30 30% 3.69 2.48 

63 35 14 1.38 38% 3.58 2.59 

63 37 13 1.46 46% 3.50 2.67 

63 39 12 1.54 54% 3.43 2.74 

63 41 11 1.61 61% 3.37 2.80 

63 43 10 1.69 69% 3.37 2.80 

63 45 9 1.77 77% 3.37 2.80 

63 47 8 1.85 85% 3.37 2.80 

63 49 7 1.93 93% 3.41 2.76 

63 51 6 2.01 101% 3.49 2.68 

63 53 5 2.09 109% 3.60 2.57 

63 55 4 2.17 117% 3.76 2.41 

63 57 3 2.24 124% 4.00 2.17 

63 59 2 2.32 132% 4.34 1.83 

63 61 1 2.40 140% 4.94 1.23 

Table 1. Comparison performance of (63, )k RS coding. 

From the preceding results, (63,47) RS coding is optimal in terms of 0/bE N  and 

data rate, while maintaining the same number of correctable symbol errors per block as 

the (31,15) RS code. Hence, the performance of the second alternative JTIDS/Link-16 

waveform uses 64-BOK modulation with (63,47) RS coding provides an overall increase 

in data rate of 4.44 as compared to the existing JTIDS/Link-16 waveform. 

2. Performance in AWGN 

The probability of symbol error for MBOK is given in (2.5). For the second 

alternative JTIDS/Link-16 waveform that uses 64-BOK with (63,47) RS coding, the 

probability of channel symbol error is 
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Expressed in terms of bit energy ,bE  (4.1) is 
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where m  is the number of bits per symbol received by MBOK demodulator, /r k n=  is 

the code rate of RS encoder, and 0/b bE Nγ = .  

Substituting (4.3) into (2.14), we obtain the probability of symbol error for 64-

BOK with (63,47) RS decoding in the presence of AWGN, repeated here as 

 
1

1
(1 )

n
j n j

s s s

j t

n
P j p p

jn

−

= +

 
≈ − 

 
∑ . (4.4) 

The probability of bit error can be approximated using (2.16) and (4.4). Using (2.16), 

(4.3) and (4.4), we plot the probability of bit error for the second alternative JTIDS/Link-

16 waveform, shown in Figure 35, where 47 / 63r =  and 6m = . The performance for 

both coded and uncoded waveforms are presented for comparison purposes, where we 

(2.5) is used to plot the uncoded waveform with s bE mE= . 
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Figure 35.   Performance of the second alternative JTIDS/Link-16 waveform in 

AWGN. 

From Figure 35, we see that at 510bP −=  the coded waveform requires 

0/ 3 .3 dBbE N = , while the uncoded waveform requires 0/ 6 .2 dBbE N = , for a coding 

gain of 2.9 dB. 

3. Performance in AWGN and Pulse-noise Interference 

For performance with both AWGN and PNI, using (2.6), (2.8) and (4.3), we 

obtain the probability of channel symbol error as  

0/  (dB)bE N

bP
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Replacing /b IE N  with Iγ  and 0/bE N  with bγ  in (4.5), we get 
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and defining ( )( )111/ b Iζ γ ργ
−−= + , we obtain from (4.6) 
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∫
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. (4.7) 

The probability of information channel symbol error is obtained from (4.4) and 

(4.7); substituting the result of (4.4) into (2.16), we obtain the probability of bit error. The 

performance for both coded and uncoded waveforms in AWGN and PNI for 

0/ 9 dBbE N =  with 1ρ =  and 0.2ρ =  are shown in Figure 36 and Figure 37, 

respectively.  

From Figure 36, at 510bP −= , the required /b IE N  for the coded waveform is 4.7 

dB and for the uncoded waveform is 9.4 dB, which gives a coding gain of 4.7 dB.  
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Figure 36.   Performance of the second alternative JTIDS/Link-16 waveform for 1ρ =  

and 0/ 9 dB.bE N =  

From Figure 37, at 510bP −= , the required /b IE N  for the coded waveform is 9.1 

dB and for the uncoded waveform is 15.3 dB, which gives a coding gain of 6.2 dB. From 

the above results, the coded waveforms perform better than the uncoded waveforms in 

both AWGN and PNI. Comparing the absolute performance of the coded waveforms 

from the two figures, we see that 1ρ =  performs better than 0.2ρ = ; although, there is a 

larger coding gain between the coded and uncoded waveforms when 0.2.ρ =  

bP

/  (dB)b IE N
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Figure 37.   Performance of the second alternative JTIDS/Link-16 waveform for 

0.2ρ =  and 0/ 9 dB.bE N =  

The performance of the second alternative waveform in PNI for 0/ 6 dBbE N =  

with different values of ρ  is shown in Figure 38. When 1ρ = , which is equivalent to 

barrage noise interference, performance is better for 510bP −=   ( / 6.8 dBb IE N ≈ ) as 

compared to that for either 0.2 or 0.1ρ = . The degradation due to PNI is about 3.7 dB. 

From Figure 38, we see that the transition point where 1ρ =  gives better performance 

than either 0.2 or 0.1ρ =  occurs for 34 10bP −< ×  where / 4.8 dBb IE N > .  
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Figure 38.   Performance of the second alternative waveform in PNI for 

0/ 6 dB.bE N =  

The performance of the second alternative waveform in PNI for 0/ 9 dBbE N =  

with different values of ρ  is shown in Figure 39. Comparing Figure 39 to Figure 38, we 

see an improvement in the overall performance as 0/bE N  increases. At 510bP −= , the 

required /b IE N  for 1 and 0.2ρ ρ= =  are 4.7 dB and 9.1 dB respectively; and the 

degradation due to PNI is about 4.4 dB.  

Comparing to the results from Figure 38, where /b IE N  for 1 and 0.2ρ ρ= =  are 

6.8 dB and 10.1 dB, respectively, we see that smaller values of /b IE N  are required for 

the same .bP  Thus, while the increase in 0/bE N  improves performance in PNI , it also 

increases relative degradation. 
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Figure 39.   Performance of the second alternative waveform in PNI for 

0/ 9 dB.bE N =  

4. Performance with Errors-and-Erasures Decoding in AWGN 

Referencing Section F of Chapter II, we recall that error-and-erasures decoding 

(EED) is a simple form of soft decision decoding that is implemented at the receiver to 

utilize ambiguously received symbols. Hence, the number of possible outputs of the 

demodulator per symbol is the number of symbols plus one. 

The probability of channel erasure and correct symbol detection are given in 

(3.31) and (3.40), respectively. The equations are repeated here for convenience:  
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Substituting (4.8) and (4.9) into (2.21), we obtain the probability of channel symbol error 

for MBOK with EED. The result from (2.21),  (4.8) and (4.9) are then used to obtain the 

probability of block error given by (3.41) and repeated here: 
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∑ ∑ . (4.10) 

Subsequently, the probability of bit error and symbol error for MBOK with ( ,n k ) 

RS coding and EED in the presence of AWGN are obtained from (2.16) and (2.25), 

respectively. 

The performance of 64-BOK with (63,47) RS coding and EED in AWGN for 

different values of a  is shown in Figure 40, where a  varies from 0 (no EED) to 0.9 (with 

EED). From Figure 40, we notice that the performance degrades rapidly for large values 

of a  ( 0.8a ≥ ), but there is not much difference in performance for 0.6a ≤ . Hence, there 

is no improvement in performance when EED is used for the second alternative 

JTIDS/Link-16 waveform in AWGN.  
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Figure 40.   Performance of the second alternative waveform with EED for different 

values of a  in AWGN. 

5. Performance with Errors-and-Erasures Decoding in AWGN and 

Pulse-noise Interference 

The probability of channel erasure for the second alternative waveform with EED 

in the presence of PNI is obtained from (2.6), (2.8) and (4.8) in terms of bE  as 
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Defining /I b IE Nγ =  , 0/b bE Nγ = , and defining ( )1 11/ ( )b Iζ γ ργ− −= + , we obtain from 

(4.11) 
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Similarly, the probability of correct channel detection based on six-bit symbols is 

obtained from (2.6), (2.8) and (4.9) as 
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Since /I b IE Nγ =  , 0/b bE Nγ = , and defining ( )1 11/ ( )b Iζ γ ργ− −= + , we get from (4.13) 
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Subsequently, we obtain the probability of channel symbol error by substituting (4.12) 

and (4.14) into (2.21). Then we obtain the probability of block error by substituting the 

results of (2.21), (4.12) and (4.14) into (4.10).  Using the result from (4.10), we get the 

probability of symbol error expressed in (2.25). Using (2.16), we obtain the probability of 

bit error for the second alternative waveform with EED in both AWGN and PNI.  

The performance of the second alternative waveform with EED for different 

values of a , 1ρ =  and 0/ 6 dBbE N =  is shown in Figure 41. From Figure 41, there is an 

insignificant difference in performance for 0.6a ≤ . Performance starts to degrade for 

0.7a ≥ . 
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Figure 41.   Performance of the second alternative waveform with EED for 1ρ =  and 

0/ 6 dBbE N =  for different values of a  in both AWGN and PNI. 

The performance of the second alternative waveform with EED in both AWGN 

and PNI for different values of ρ , 0.6a =  and 0/ 6 dBbE N =  is shown in Figure 42. At 

510 ,bP −=  the performance degrades for decreasing ρ , and the degradation is limited to 

about 4.8 dB for the values of ρ  plotted. 
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Figure 42.   Performance of the second alternative waveform with EED for 

0/ 6 dBbE N =  and 0.6a =  in both AWGN and PNI. 

The performance of the second alternative waveform both with and without EED 

in both AWGN and PNI for 0.6a = , 0/ 6 dBbE N =  and different values of ρ  is shown 

in Figure 43. At 510bP −= , we can see that there is a degradation of 0.1 to 1 dB due to 

EED. The worst performance occurs when  0.1ρ =  where the degradation is 1 dB. When 

1ρ = , the degradation is 0.1 dB. 
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Figure 43.   Performance of the second alternative waveform with and without EED 

for 0/ 6 dBbE N =  and 0.6a = . 

Figure 44 is similar to Figure 43 except 0.4a = . Similar results are shown in 

Figure 44 where there is no improvement in performance for varying ρ  due to EED. 

From the results shown in Figure 43 and Figure 44, we conclude that the use of EED for 

the second alternative waveform degrades the performance. 
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Figure 44.   Performance of the second alternative waveform with and without EED 

for 0/ 6 dBbE N =  and 0.4a = . 

6. Section Summary 

In this section, we covered the performance of the second alternative JTIDS/Link-

16 waveform for the single-pulse structure (no diversity) both with and without EED and 

with both AWGN only as well as AWGN plus PNI. We saw that PNI degrades 

performance, and EED does not improve performance. In the next section, we investigate 

the performance of the second alternative JTIDS/Link-16 waveform for the double-pulse 

structure (diversity of two). 

B. PERFORMANCE OF THE SECOND ALTERNATIVE WAVEFORM 

WITH A DIVERSITY OF TWO (DOUBLE-PULSE STRUCTURE) 

In this section, we investigate the performance of the second alternative 

JTIDS/Link-16 waveform for the double-pulse structure (diversity of two). As discussed 
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earlier, diversity is a widely used method for minimizing the effect of PNI and/or fading 

when transmitting signals over a channel. It adds the redundancy to the system by 

transmitting the same symbol twice at different carrier frequencies. 

1. Performance in AWGN with a Diversity of Two 

We discussed the use of diversity by JTIDS/Link-16 earlier to improve its 

performance in interference. The double-pulse structure improves the performance of the 

system while the single-pulse structure allows for higher throughput.  

The received energy per bit is L  times the average received energy per chip, 

b cE LE= . For the double-pulse structure, there is a diversity of two ( 2L = ), and the 

received energy per bit is the combination of two chip’s energy to give twice the energy 

per symbol received.  

The probability of channel symbol error for 64-BOK with ( , )n k RS coding with a 

diversity of two is obtained from (4.2) as 
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∫ , (4.15) 

where cE  is the average energy per chip, 2L =  and 6m =  bits per symbol. Since 2L = , 

(4.15) can be simplified to 
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∫ . (4.16) 

Subsequently, the probability of information symbol error and information bit 

error can be obtained by substituting (4.16) into (4.4) and (4.4) into (2.16). 

The performance of 64-BOK with (63,47) RS coding for both the single-pulse and 

the double-pulse structure in AWGN is shown in Figure 45. At 510bP −= , the difference in 

the required 0/cE N  between the double-pulse and the single-pulse structure is 3 dB in 

terms of average energy per chip. 
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Figure 45.   Performance of the second alternative waveform for both the single-pulse 

and the double-pulse structure in AWGN. 

2. Performance in AWGN and PNI with a Diversity of Two 

The probability of channel symbol error for MBOK with ( ,n k ) RS coding with a 

diversity of two in AWGN and PNI is shown in (3.56) and is repeated here: 

( )
2

2

0

2
1 ( )

ii

s s

i

p p i
i

ρ ρ
−

=

 
= − 

 
∑ ,   (4.17)  

where ( )sp i  is the conditional probability of channel symbol error given that i  symbols 

experience PNI. The conditional probability of channel symbol error with RS coding is 

given by (3.65) and (3.66). 
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Substituting (3.66) into (4.17), we obtain the probability of channel symbol error. 

The probability of information symbol error and information bit error for MBOK with 

( ,n k ) RS coding in AWGN and PNI with a diversity of two is obtained by substituting 

(4.17) into (4.4) and (4.4) into (2.16). 

For the 64-BOK with (63,47) RS coding, the performance for different values of 

ρ  with 0/ 1.3 dBcE N =  is shown in Figure 46. The 0/cE N  is chosen to be 1.3 dB since 

this gives 910bP −=  at / 30 dBc IE N = . From Figure 46, we see that varying the ρ  does 

not degrade performance significantly as compared to barrage noise interference ( 1ρ = ). 

The maximum degradation due to PNI at 510bP −= is about 3.2 dB. 
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Figure 46.   Performance of the second alternative waveform for the double-pulse 

structure with 0/ 1.3 dB.cE N =  
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In Figure 47, we compare the performance for receivers both with and without 

diversity where the probability of bit error approaches 910−  at / 30 dB.c IE N =  For the 

receiver without diversity, 0/ 4.4 dBcE N = , while with diversity, 0/ 1.3 dBcE N =  so that 

both converge to an asymptotic limit of 910− . At 510bP −= , the difference in performance 

between the waveforms with and without diversity is about 2.8 dB and 3.5 dB for 1 ρ =  

and 0.1, respectively. 
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Figure 47.   Performance of the second alternative waveform for both the double-pulse 

structure ( 0/ 1.3 dBcE N = ) and the single-pulse structure ( 0/ 4.4 dBbE N = ). 

3. Performance in AWGN and PNI with a Diversity of Two and EED 

The probability of bit error for MBOK with ( ,n k ) RS coding and EED with a 

diversity of two in AWGN and PNI is obtained by using similar approach as with no 

diversity. We obtain the probability of correct channel detection and the probability of 

channel erasure, from which we obtain the probability of channel symbol error. 
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From Section B-3 of Chapter III, the probability of channel erasure for the 

double-pulse structure with EED is given by (3.74) and is repeated here: 
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. (4.18) 

The probability of correct channel detection for the double-pulse structure with EED is 

given by (3.79) and is repeated here: 
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. (4.19) 

Using (4.18) and (4.19), we obtain the probability of channel symbol error with 

EED from 

 1s e cp p p= − − . (4.20) 

The probability of block error is obtained by using the results of (4.18), (4.19) and 

(4.20) in (3.81). The probability of information symbol error and information bit error are 

obtained by using (4.4) and (2.16), respectively. 

For 64-BOK with (63,47) RS coding and EED with a diversity of two in AWGN 

and PNI, the results for different values of a  are shown in Figure 48 and Figure 49, 

where 0/cE N  are 1.3 dB and 12 dB, respectively. From Figure 48 and Figure 49, we see 

that there is not much difference in performance for 0.4 0.6a≤ ≤ . However, the 

performance degrades rapidly when 0.6a > . This degradation is expected since, when a  
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is large, more received symbols are erased and the erasure correction capability of the RS 

code is overwhelmed. The subsequent analyses use 0.6a =  since it provides the best 

performance with EED. 
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Figure 48.   Performance of the second alternative waveform with EED for the double-

pulse structure with 0.5ρ =  and 0/ 1.3 dBcE N = for different values of a . 
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Figure 49.   Performance of the second alternative waveform with EED for the double-

pulse structure with 0.5ρ =  and 0/ 12 dBcE N =  for different values of a . 

The performance of 64-BOK with (63,47) RS coding and EED with a diversity of 

two for 0.6a =  for different values of ρ  is shown in Figure 50 and Figure 51. At 

510bP −= , and 0/ 1.3 dBcE N = , there is a difference of 2.2 dB in /c IE N  between the 

best and the worst performance. The best performance is when 1ρ =  at / 8.2 dBc IE N =  

and the worst performance is when 0.1ρ =  at / 10.4 dBc IE N = . 

Similarly, from Figure 51, we can see that the difference in performance increases 

as 0/cE N  increases to 12 dB. At 510bP −= , the best performance is when 1ρ =  at 

/ 0.8 dBc IE N = , the worst performance is when 0.1ρ =  at / 5.8 dBc IE N = , which is a 

difference of 5 dB. 
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From results shown in Figure 50 and Figure 51, we see that there is an 

improvement in the absolute performance for the larger 0/bE N ,  but there is also a 

significant increase in the relative performance gap between 1ρ =  and 0.1.ρ =  
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Figure 50.   Performance of the second alternative waveform with EED for the double-

pulse structure with 0.6a =  and 0/ 1.3 dBcE N =  for different values of ρ . 
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Figure 51.   Performance of the second alternative waveform with EED for the double-

pulse structure with 0.6a =  and 0/ 12 dBcE N =  for different values of ρ . 

The performance for 64-BOK with (63,47) RS coding and EED, both with and 

without diversity, for the case of an asymptotic convergence to near 810−  is shown in 

Figure 52. As expected from the results, at 510bP −= , we see that there is about 3 dB 

difference in performance between the single-pulse and double-pulse structure. The 3 dB 

improvement is due to the advantage of using the double-pulse structure. 
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Figure 52.   Performance of the second alternative waveform with EED, 0.6,  =1a ρ=  

for both the double-pulse structure ( 0/ 1.3 dBcE N = ) and single-pulse structure 

0( / 4.4 dB)bE N = . 

The performance of 64-BOK with (63,47) RS coding both with and without EED 

for 0/ 1.3cE N =  for different values of ρ  is shown in Figure 53. From Figure 53, at 

510bP −= , the difference in performance when comparing both with and without EED is 

about 1 dB. 
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Figure 53.   Performance of the second alternative waveform with and without EED 

for 0/ 1.3 dBcE N =  and 0.6a =  for different values of ρ . 

The effect of increasing 0/cE N  to 12 dB is shown in Figure 54. From Figure 54, 

we observe that there is a small difference of about 0.3 dB when comparing performance 

with EED to that without EED. This comparison shows that there is no benefit to EED 

for the double-pulse structure, which was also the case for the single-pulse structure. 
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Figure 54.   Performance of the second alternative waveform with and without EED 

for 0/ 12 dBcE N =  and 0.6a =  for different values of ρ . 

4. Performance with Perfect-side Information in AWGN and PNI 

PSI modulation is now considered for a system with a diversity of two where each 

diversity reception is received independently. When only one diversity reception is 

affected by PNI, the decoding decision is based on the diversity reception that is free 

from PNI. The probability of channel symbol error with a diversity of two is given in 

(3.86).  

The conditional probability of channel symbol error when there is no PNI present 

in either diversity reception is given by (3.87) and is repeated here: 
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The conditional probability of channel symbol error when only one of the 

diversity receptions suffers from PNI and is discarded is given by (3.88) and is repeated 

here: 
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Finally, the conditional probability of channel symbol error when both diversity 

receptions suffer from PNI is given by (3.89) and is repeated here: 
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The performance of 64-BOK with (63,47) RS coding with and without PSI is 

shown in Figure 55. From Figure 55 with 0/ 1.3 dBcE N = , there is no difference in 

performance when 1ρ =  whether PSI is used or not. This makes sense since the channel 

is experiencing barrage noise interference. At 510bP −=  and 0.2,ρ =  the /c IE N  required 

for the waveforms with and without PSI are 2.5 dB and 8.6 dB, respectively. Hence, there 

is a gain of 6.1 dB when PSI is used, which is a significant improvement in performance.  
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Figure 55.   Performance of the second alternative waveform with and without PSI for 

different ρ  with 0/ 1.3 dBcE N = . 

The performance when 0/ 12 dBcE N =  is shown in Figure 56. From Figure 56, 

we see identical results for 1ρ = . At 610bP −=  and 0.2,ρ =  the /c IE N  required for the 

waveform with and without PSI are 1.2 dB and 4.3 dB, respectively. Hence, there is a 

gain of 3.1 dB when PSI is used. Thus, PSI forces a jammer to adapt a barrage noise 

jamming strategy.  
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Figure 56.   Performance of the second alternative waveform with and without PSI for 

different ρ  with 0/ 12 dBcE N = . 

5. Section Summary 

In this section, the performance of the second alternative JTIDS/Link-16 

waveform with a diversity of two (double-pulse structure), with and without EED for 

both AWGN as well as AWGN plus PNI was examined. The performance of the 

waveform is generally better when 1ρ =  (barrage noise interference) than 1ρ < . We saw 

that EED decoding does not improve the performance of the receiver. The performance 

of the waveform with PSI was also analyzed, and the results showed a significant 

improvement in performance for a channel with AWGN plus PNI. In Section C, we 

compared the performance of 64-BOK with (63,47) RS coding to the performance of the 

original JTIDS/Link-16 waveform for both the single-pulse and the double-pulse 

structures for both AWGN and as well as AWGN plus PNI. 
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C. COMPARISON OF SECOND ALTERNATIVE JTIDS/LINK-16 

WAVEFORM WITH JTIDS/LINK-16 WAVEFORMS FOR BOTH AWGN 

AND AWGN PLUS PNI 

In Section C, we compare the performance of the second alternative JTIDS/Link-

16 waveform to the original JTIDS/Link-16 waveform. The analyses are based on the 

single-pulse and the double-pulse structures. Detailed analysis of the original 

JTIDS/Link-16 waveform can be found in [7]. Results from [7] are used to obtain the 

performance of the original JTIDS/Link-16 waveform for comparison with the second 

alternative JTIDS/Link-16 waveform. 

1. Comparison of 64-BOK with (63,47) RS Coding to the JTIDS/Link-16 

Waveform for AWGN, Single-pulse Structure 

The performance of the second alternative compared to the original JTIDS/LINK-

16 waveform for the single-pulse structure in AWGN is shown in Figure 57. At 

310bP −= , 0/ 6.1 dBbE N =  and 0/ 2.7 dBbE N =  for the JTIDS/Link-16 waveform and 

the second alternative JTIDS/Link-16 waveform, respectively. There is a gain of 3.4 dB 

for the second alternative JTIDS/Link-16 waveform over the JTIDS/Link-16 waveform in 

AWGN. Similarly, at 510bP −= , there is a gain of 3.6 dB for the second alternative 

JTIDS/Link-16 waveform over the JTIDS/Link-16 waveform, with 0/ 3.4 dBbE N =  and 

0/ 7.0 dBbE N =  for the  second alternative JTIDS/Link-16 waveform and the 

JTIDS/Link-16 waveform, respectively. 
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Figure 57.   Performance of the second alternative JTIDS/Link-16 waveform and the 

JTIDS waveform for the single-pulse structure. 

2. Comparison of 64-BOK with (63,47) RS Coding to the JTIDS/Link-16 

Waveform for AWGN and PNI, Single-pulse Structure 

The performance for both the second alternative JTIDS/Link-16 waveform and 

the JTIDS/Link-16 waveform in both AWGN and PNI for different values of ρ  is shown 

in Figure 58.  We consider the case where the performance of the two waveforms both 

converge to 710bP −= . The 0/bE N  required for the second alternative waveform is 3.9 

dB, while the 0/bE N  required for the JTIDS/Link-16 waveform is 7.7 dB.  

At 510bP −= and 1ρ = , the /b IE N  required for both the alternative JTIDS/Link-

16 waveform and the JTIDS/Link-16 waveform are 12.6 dB and 15 dB, respectively, for 

a difference of 2.4 dB. For 0.2ρ = , the difference  in /b IE N  between the alternative 

JTIDS/Link-16 waveform ( / 14 dBb IE N = ) and the JTIDS/Link-16 waveform 
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( / 16 dBb IE N = ) is 2 dB. Similarly, for 0.1ρ = , the difference in /b IE N  between the 

alternative JTIDS/Link-16 waveform ( / 14.5 dBb IE N = ) and the JTIDS/Link-16 

waveform ( / 16 dBb IE N = ) is 1.5 dB. 

Comparing the results between the two waveforms, we see that the second 

alternative JTIDS/Link-16 waveform performs better than the JTIDS/Link-16 waveform 

by about 1.5 to 2.4 dB at 510bP −= . Clearly, the JTIDS/Link-16 waveform will have 

substantially inferior performance if the two waveforms are compared on an equal 

0/bE N  basis. This is shown in Figure 59 where 0/ 7.7 dBbE N =  for both waveforms. 
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Figure 58.   Performance of the second alternative JTIDS/Link-16 waveform 

( 0/ 3.9 dBbE N = ) and the JTIDS waveform ( 0/ 7.7 dBbE N = ) for the single-

pulse structure. 

bP

/  (dB)b IE N

ρ
ρ
ρ
ρ
ρ
ρ



 107

0 5 10 15 20 25
10

-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

   =1, Alternative JTIDS

   =1, JTIDS

   =0.2, Alternative JTIDS

   =0.2, JTIDS

   =0.1, Alternative JTIDS

   =0.1, JTIDS

 

Figure 59.   Performance of the second alternative JTIDS/Link-16 waveform and the 

JTIDS waveform, both with 0/ 7.7 dBbE N = , for the single-pulse structure. 

3. Comparison of 64-BOK with (63,47) RS Coding to the JTIDS/Link-16 

Waveform for AWGN, Double-pulse Structure 

The performance of the second alternative JTIDS/Link-16 waveform and the 

original JTIDS/Link-16 waveform in AWGN for the double-pulse structure is shown in 

Figure 60. At 510bP −= , 0/ 4 dBcE N =  and 0/ 0.4 dBcE N =  for the JTIDS/Link-16 

waveform and the 64-BOK waveform, respectively, for a 3.6 dB gain for the second 

alternative JTIDS/Link-16 waveform over the JTIDS/Link-16 waveform. This is about 

the same advantage as was found for the single-pulse structure in Figure 57. Comparing 

Figure 60 with Figure 57, there is a 0.4 dB advantage for the single-pulse structure 64-

BOK waveform ( 0/ 4.3 dBbE N = ) as compared to the double-pulse JTIDS/Link-16 

waveform. 
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Figure 60.   Performance of the second alternative JTIDS/Link-16 waveform and the 

JTIDS waveform for the double-pulse structure. 

4. Comparison of 64-BOK with (63,47) RS Coding to the JTIDS/Link-16 

Waveform for AWGN and PNI, Double-pulse Structure 

The performance for both the second alternative JTIDS/Link-16 and the 

JTIDS/Link-16 waveform for the double-pulse structure in both AWGN and PNI for 

different values of ρ  is shown in Figure 61.  We consider the case where the 

performance plots of the two waveforms converge to 910bP −= , and the required 0/cE N  

for the second alternative waveform and the JTIDS/Link-16 waveform are 1.4 dB and 5.2 

dB, respectively, for a difference of 3.8 dB gain. 

At 510bP −= and 1ρ = , the /c IE N  required for the alternative JTIDS/Link-16 

waveform and the JTIDS/Link-16 waveform are 7.2 dB and 10 dB, respectively, for a  

difference of 2.8 dB. For 0.2ρ = , there is minor difference of 0.3 dB when comparing 
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the required /c IE N  for the alternative JTIDS/Link-16 waveform ( / 8 .5 dBc IE N = ) and 

the JTIDS/Link-16 waveform ( / 8 .2 dBc IE N = ).  The JTIDS/Link-16 waveform 

performs better than the second alternative waveform when / 9 dBc IE N < . 

For 0.1ρ =  and at 610bP −= , the JTIDS/Link-16 waveform performs much 

better than the second alternative waveform when / 12 .5 dBc IE N <  . The difference in 

/c IE N  for the alternative JTIDS/Link-16 waveform ( / 10.7 dBc IE N = ) and the 

JTIDS/Link-16 waveform ( / 7 .9 dBc IE N = ) is 2.8 dB.  

Comparing the performance of the two waveforms, we see that the second 

alternative JTIDS/Link-16 waveform performs better than the JTIDS/Link-16 waveform 

by about 2.8 dB at 510bP −= when 0.1ρ = . The second alternative JTIDS/Link-16 

waveform is outperformed by the JTIDS/Link-16 waveform when 0.1ρ =  and 0.2ρ =  

for / 9 dBc IE N <  and / 12 .5 dBc IE N < , respectively. However, the second 

alternative JTIDS/Link-16 waveform will outperform the JTIDS/Link-16 waveform if the 

two waveforms are compared based on an equal  0/cE N  basis. This can be seen in 

Figure 62, where 0/ 5 .2 dBcE N =  for both waveforms. 
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Figure 61.   Performance of the second alternative JTIDS/Link-16 waveform 

( 0/ 1.4 dBcE N = ) and the JTIDS waveform ( 0/ 5.2 dBcE N = ) for the double-

pulse structure. 
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Figure 62.   Performance of the second alternative JTIDS/Link-16 waveform and the 

JTIDS waveform, both with 0/ 5.2 dBcE N = , for the double-pulse structure. 

5. Section Summary 

In this section, the performance of the second alternative JTIDS/Link-16 

waveform was compared to that of the original JTIDS/Link-16 waveform for a channel 

with both AWGN as well as AWGN plus PNI with both the single-pulse and the double-

pulse structure. The results show that the second alternative JTIDS/Link-16 waveform 

outperforms the original JTIDS/Link-16 waveform for both the single-pulse and the 

double-pulse structure.  

D. CHAPTER SUMMARY 

The performance of the second alternative JTIDS/Link-16 waveform, 64-BOK 

with (63, 47) RS coding were covered in this chapter. The performance of the second 

alternative JTIDS/Link-16 waveform was compared to that of the original JTIDS/Link-16 
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waveform in both AWGN as well as AWGN plus PNI for both single-pulse and double-

pulse structures. The results show significant improvement for the alternative waveform 

as compared to the original JTIDS/Link-16 waveform when compared based on equal 

0/bE N  basis. In addition to requiring less signal power than the original JTIDS/Link-16 

waveform, the second alternative JTIDS/Link-16 waveform yields an overall increase in 

data rate of 4.44 as compared to the original JTIDS/Link-16 waveform. 

In the next chapter, we summarize the findings of this thesis. 
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V. CONCLUSIONS AND FUTURE RESEARCH AREAS 

A. CONCLUSIONS 

Two alternative JTIDS/Link-16 waveforms were presented in this thesis. The first 

alternative JTIDS/Link-16 waveform uses 64-BOK with (31,15) RS coding, and the 

second alternative JTIDS/Link-16 waveform uses 64-BOK with (63,47) RS coding. The 

performance of the two proposed waveforms for both errors-and-erasure and errors-only 

decoding, with and without diversity, both in AWGN as well as AWGN plus PNI was 

analyzed. The efficacy of PSI was also considered. The performance of the alternative 

JTIDS/Link-16 waveforms was compared to that for the existing JTIDS/Link-16 

waveform. 

From the results obtained, both alternative waveforms perform better than the 

original JTIDS waveform in AWGN for both single-pulse and double-pulse structures. 

For a channel with AWGN plus PNI, the waveforms were analyzed for the case when bP  

for both waveforms asymptotically approach the same bP  for large /b IE N . The two 

alternative waveforms outperform the JTIDS/Link-16 in barrage noise interference when 

1ρ = . When the channel experiences PNI for the single-pulse structure, the alternative 

waveforms outperforms the JTIDS/Link-16 waveform. For double-pulse structure and 

1ρ < , the two alternative waveforms do not always outperform the JTIDS/Link-16 

waveform. However, we have to consider that the JTIDS/Link-16 waveform requires a 

larger 0/cE N  to achieve the same asymptotic bP  for large /b IE N , and the alternative 

waveforms outperform the JTIDS/Link-16 waveform when both waveforms are 

compared with the same 0/cE N . 

Lastly, we also found no benefit to EED for either alternative waveform. There is 

virtually no improvement in performance as compared to errors-only-decoding. We also 

found that PSI provides a significant improvement in performance in an AWGN plus PNI 

environment. 
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The primary advantages of the two proposed alternative waveforms are the 

improvement in data rate and the reduction in required signal power required to achieve 

the same probability of information bit error as compared to the existing JTIDS/Link-16 

waveform. The first alternative JTIDS/Link-16 waveform that utilizes 64-BOK with 

(31,15) RS coding supports a data rate that is greater than the original JTIDS/Link-16 

waveform by a factor of 2.4 while requiring less signal power to achieve the same 

probability of information bit error. The second alternative waveform that utilizes 64-

BOK with (63,47) RS coding supports a data rate that is greater than the original 

JTIDS/Link-16 waveform by a factor of 4.44 while requiring less signal power to achieve 

the same probability of information bit error. When only AWGN is present and for the 

same probability of information bit error, the 0/bE N  required for the first and second 

alternative JTIDS/Link-16 waveforms is less than that required by the original 

JTIDS/Link-16 waveform by 2.7 dB and 3.8 dB, respectively. The above results are 

achieved with no increase in the required signal bandwidth.  

B. FUTURE RESEARCH AREAS 

In this thesis, we have analyzed two alternative JTIDS/Link-16 waveforms, where 

the first alternative waveform utilizes complex 64-BOK modulation with (31,15) RS 

coding, and the second alternative waveform utilizes complex 64-BOK modulation with 

(63,47) RS coding. The two alternative waveforms provide a significant improvement to 

the data rate as compared to the existing JTIDS/Link-16 waveform. A possible future 

research area is to utilize differential encoding for the data transmission and non-coherent 

detection at the receiver that provides unambiguous signal detection. In addition, the 

performance of the waveform may be improved by using concatenated coding as 

proposed in [9]. 
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